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Summary

Alignment models are used in statistical machine translation to determine translational corre-
spondences between the words and phrases in a sentence in one language with the words and
phrases in a sentence with the same meaning in a different language. They form an important
part of the translation process, as they are used to produce word-aligned parallel text which
is used to initialise machine translation systems. Improving the quality of alignment leads to
systems which model translation more accurately and an improved quality of output. This
dissertation investigates algorithms for the training and application of alignment models.

A machine translation system generates a lattice of translation hypotheses as an efficient,
compact representation of multiple translation hypotheses. The alignment models are not
traditionally used during translation, and we develop methods to do this using efficient lattice-
to-string alignment procedures. The first part of this work deals with the use of alignment
models for rescoring such lattices of hypotheses, and develops algorithms for simultaneous
alignments of all hypotheses with the source sentence.

Discriminative training is a technique that has been used extensively for parameter es-
timation in automatic speech recognition with good results; however, it has not been used
for machine translation other than to tune a small number of hyper-parameters for weight-
ing of model features during translation. In the second part, we investigate a method of
using manually-labelled word-to-word alignments of sentences for discriminative training of
alignment models.

Finally, we introduce a method for the incorporation of context into alignment models.
The surrounding words can influence the way in which as word translates, as can its part
of speech and position in the sentence: we define an extension to existing alignment models
that takes advantage of context information. Clustering algorithms are introduced to enable
robust estimation of parameters. The context-dependent alignment models are evaluated by
comparison with gold standard alignments, and by the translation quality of systems trained
using their alignments. We find improvements in alignment quality and translation quality
as a result of using our models.

Keywords: Statistical Machine Translation, Alignment Models, Hidden Markov Model,
Machine Learning, Decision Tree, Context-dependence, MMIE, Expectation Maximisation
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Notation

These are the terms and notation used throughout this work.
The input language is language from which we are translating and the output language is

the language into which we are translating.
For generative models, we can view either language as being generated from the other;

hence we define the source language to be the language that is viewed as the source for a
generative model and the target language is generated from the source language. We describe
sentences in each of these languages as the source sentence and target sentence respectively.

Variables, Symbols and Operations

Vsrc source language vocabulary

Vtgt target language vocabulary

e, eI1 source sentence, i.e. a sequence of source language words

f , fJ1 target sentence, i.e. a sequence of target language words

a, aJ1 alignment sequence

t(f |e) word-to-word translation probability, i.e. probability f is generated
from e

t(f |e, c) probability f is generated from e in context c

a(j|i, I, J) probability of emitting target word in position j from source word in
position i under Models 1 and 2

a(i|i′, I) probability of moving from state i′ to state i under HMM model

hm(e, f) feature function for log-linear model

λm feature weight

h vector of feature functions

Λ vector of feature weights
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CHAPTER 1
Introduction

1.1 Introduction to statistical machine translation
Statistical Machine Translation (SMT) is a technology for the automatic translation of text in
one natural language into another. It translates the written form of the language but can be
used in combination with speech recognition and text-to-speech synthesis to translate spoken
language.

It has many possible applications and is beginning to have broad commercial and social
impact. Translation is required in multilingual communities and is especially important in
the European Union (E.U.), since documents and proceedings need to be translated into
each of 23 (and increasing) official languages; automating translation would improve its speed
and reduce expense. Translators are also used extensively in the United Nations (U.N.) and
the Canadian Parliament. Machine translation can be used between any pair of languages,
though there has been particular recent interest in Arabic to English and Chinese to English
translation, since it also has intelligence and surveillance applications, including counter-
terrorism monitoring. Automated translation can be used to provide multilingual access to
the vast amount of information available on the internet, or for cross-language information
retrieval. Google Translate1 translates text or web pages between 51 different languages.

Even an imperfect translation is useful. Foreign language web sites can be translated and
navigated, for example to buy tickets or reserve accommodation abroad. It can be used to get
the gist of a document if a full translation is not needed, or used to determine whether it’s
worthy of further, more accurate translation. Machine translation can be used to help human
translators, either by producing a rough translation that can be checked and then edited to

1http://translate.google.com

1

http://translate.google.com
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retain all the nuances of the original sentence or used in translation assistance software that
suggests possible translations to make the translator’s task easier.

Prior to statistical translation techniques, there were three approaches to machine trans-
lation (Jurafsky and Martin, 2000). In direct translation, the words are translated one by
one using a large bilingual dictionary and simple reordering rules are applied. Transfer ap-
proaches rely on parsing a sentence before translation, translating the sentence structure and
generating a sentence in another language. The third approach is to analyse the sentence
information to form an abstract meaning representation known as an interlingua, before gen-
erating a sentence in another language.

Statistical approaches have a number of advantages over these non-statistical techniques.
The primary advantage is that they have been shown to produce better translations. The
relationships between words, phrases and grammatical structure are often ill-defined or vague,
and probability distributions and statistical techniques allow us to capture this. The train-
ing procedure relies on example data and linguistic resources are not generally required. A
statistical model can be trained on large amounts of data, and increasing the amount of train-
ing data will allow the model to capture more of the linguistic phenomena in the languages.
Therefore, increased amounts of training data should lead to higher quality translations. The
statistical framework also allows translation to be combined with other statistical techniques
such as speech recognition.

A further benefit of the statistical techniques developed is that they need not rely on
particular features of the languages involved, such as language-specific models of translation
or grammar. Many features of the translation models are language-independent, and can
be tuned for particular language pairs by the estimation of model parameters. This enables
machine translation systems to be built for multiple language pairs with minimal modification
to the technique. For increased quality of translation, specific knowledge of the languages
involved is often needed: statistical models have been developed to incorporate additional
language-specific information relatively easily, including morphological features, re-ordering
and grammatical models. For these reasons, we concentrate on statistical techniques.

1.2 Problem definition
The fundamental aim of statistical machine translation is to take a fragment in one written
language and translate it into another written language. A fragment can be anything from a
single transcribed utterance to a book, document, newspaper or web page. We translate at
the sentence level, viewing an input sentence as a sequence of words f and transforming it via
the use of statistical models into a sequence of words in the output language e that represents
an accurate translation of the original sentence. There is no unique solution, but we aim
to produce a sentence that is fluent and grammatically correct in the output language that
has the same meaning as the original sentence. We build probabilistic models and choose a
translation ê that maximises P(e|f), the probability of output sentence e given input sentence
f .

The desire to use computers to translate between human languages goes back decades,
with Weaver (1955) expressing a desire to translate between written languages and suggesting
that the problem of translation could be treated as a problem in cryptography. He writes:

When I look at an article in Russian, I say: “This is really written in English,
but it has been coded in some strange symbols. I will now proceed to decode.”
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Inspired by this, influential research was carried out by IBM (Brown et al., 1993) to formulate
a source-channel model where it is assumed for modelling purposes that f is the result of
passing e through the noisy channel defined by P(f |e), and we wish to recover the original
sentence e from the observed sentence f . Using Bayes’ Theorem, we can re-write the our aim
as the finding of

ê = argmax
e

P(e|f) = argmax
e

P(e)P(f |e) (1.1)

where P(e) is the language model and P(f |e) is the translation model. This process is known
as decoding. For a more detailed history of machine translation and the systems involved, see
Koehn (2009).

We train the translation model on corpora of parallel text, i.e. sentences that have same
meaning in each language, which are obtained from a number of sources of manually trans-
lated documents. We use parliamentary proceedings in multilingual communities such as the
European Union, United Nations and Canadian Parliament. News articles that have been
translated into other languages are used; in particular, the Xinhua news agency publishes
15,000 news articles per day in Chinese, English, Spanish, French, Russian and Arabic1. We
also use bilingual data gathered from web pages. Generally, the more training data available
for a given language pair, the better the quality of translation will be, as long as the data is
of reasonable quality. We aim to be able to translate any text, so coverage of a wide variety
of domains is essential. A large amount of monolingual data in the output language is needed
to train the language model, which encourages the translation system to produce correct
sentences in the output language.

Figure 1.1: Graphical representation of noisy channel models and decoding

1http://news.xinhuanet.com/english/2007-08/31/content_6637522.htm

Chapter_Introduction/Figures/NoisyChannelDecoder2.eps
http://news.xinhuanet.com/english/2007-08/31/content_6637522.htm
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1.3 Alignment modelling for SMT
The usual approach to building a statistical machine translation system is to first build a
model of alignment between the input and output languages. We use this to determine
translational correspondences between the words and phrases of a sentence in one language
with the words and phrases of a sentence in another language. We can view alignment as a
hidden variable and build models to determine this alignment; we usually then use the models
to output the best set of alignment links for each sentence in the training corpus. From these
alignment links, we can extract phrases for use in translation and rules for translating those
phrases.

Alignment models are currently used by almost all translation systems. They are used by
phrase-based systems for extracting phrase pairs from training data and building tables of
possible translations of a phrase, which are then used for generation and scoring of hypotheses.
Syntax-based and hierarchical phrase-based systems also initialise their translation models
from word-aligned parallel text. More accurate alignments between the parallel text should
lead to better translation systems being built. Therefore, the development and training of
alignment models is very important to the quality of translation.

This thesis focuses on alignment models for machine translation, and investigates algo-
rithms used for training them. It looks at the discriminative training of alignment models
to improve the quality of word-level alignments within sentences, and develops new methods
of integrating word context into the alignment model. It also looks at methods of improving
translation quality by including alignment models as a feature in the translation system.

1.4 Thesis structure
This chapter briefly introduces statistical machine translation and the problem of aligning
sentences of parallel text. Chapter 2 presents an introduction to the models used for SMT. The
particular translation systems used in this thesis are introduced, and methods of evaluating
the output of a translation system are described. Chapter 3 discusses alignment models in
detail, since the remainder of the work will involve these. We introduce the IBM series of
models and hidden Markov models of alignment on which we perform experiments, as well
as describing some of the other types of alignment model that appear in existing machine
translation literature.

A feature of many existing machine translation systems is that the output from an align-
ment model is used to initialise the system, but information from these alignment models is
not used further during translation. Many translation systems can produce a lattice of trans-
lation hypotheses, which is a compact and efficient method of representing many possible
translations, and we wish to use alignment models to provide additional information (that
is not captured by other aspects of the model) to improve translation quality. Chapter 4
describes a method by which a complete lattice of translation hypotheses can be aligned to
the input sentence, and an algorithm for representing every alignment of every hypothesis
using a different structure of lattice. We introduce an algorithm for using alignment models
for rescoring lattices of translation hypotheses using certain alignment models. The use of
alignment models for rescoring is investigated in Chapter 5.

Discriminative training has been extensively used for training the acoustic models used in
automatic speech recognition. Prior to this work, discriminative training had only been used
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for estimating small numbers of parameters used as weights for features in the translation
system. We wish to use manually-produced alignments of parallel text to improve the quality
of output from alignment models. We introduce algorithms for the discriminative training of
a large number of alignment model parameters in Chapter 6. The discriminatively trained
models are evaluated in Chapter 7, showing that discriminative training leads to improved
alignment quality.

The area of this work that continues to provide the most consistent gains in translation
quality is the addition of context-dependence to alignment models described in Chapter 8.
Words translate differently in different contexts and existing alignment models do not ade-
quately model this. We describe a novel method of adding context information to alignment
models and introduce algorithms for clustering of word contexts to ensure robust param-
eter estimation. In Chapter 9, we carry out thorough investigation of context-dependent
alignment models. We evaluate the models by comparison of the alignments they produce
with manually-produced alignments; we then evaluate the translation systems built from the
alignments using an automated metric for evaluation of translation quality.

Finally, Chapter 10 describes conclusions reached and suggests directions for future work.



CHAPTER 2
Statistical Machine

Translation

2.1 Statistical machine translation models
The objective of machine translation is to translate from an input sentence f in one language
to an output sentence e in another language that has the same meaning as f . We do this by
building statistical models to represent the translation process, and find

ê = argmax
e

P(e|f). (2.1)

Brown et al. (1993) introduced the source-channel model, where the output language sentence
e is viewed as being generated by a source with probability P(e) defined by the language
model ; this is then passed though the translation channel to produce input language sentence
f , according to the translation probability P(f |e). The task of a translation system is to
determine e from the observed sentence f . The best translation is found by computing

ê = argmax
e

P(f |e)P(e)

P(f)
= argmax

e

P(f |e)P(e). (2.2)

A large amount of data is required to accurately train these models; however they can be
trained separately. Estimation of the translation probability P(f |e) requires training on bilin-
gual parallel text. The amount of text in electronic parallel corpora that can be used for
this purpose is rapidly increasing: Chinese news is available in a wide variety of languages
and much E.U. and U.N. data is stored electronically. The language model P(e) is trained

6
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over large monolingual corpora in the required language, since this allows us to represent
the language as accurately as possible. Generally, the more training data we have, the more
accurate our representation of the language will be.

Figure 2.1: The decoding process, representing how the translation ê is found using model
features

The current dominant approach is to use a log-linear combination of feature functions to
model directly the posterior probability P(e|f). We define M feature functions hm(e, f),m =
1, . . . ,M , and the probability of generating e from f is given by

PΛ(e|f) =
exp(

∑M
m=1 λmhm(e, f))

∑

e′
exp(

∑M
m=1 λmhm(e′, f)

=
exp(ΛTh(e, f))

∑

e′
exp(ΛTh(e′, f))

, (2.3)

where each feature has a corresponding feature weight λm. We write Λ = (λ1 . . . λM )T for
the vector of feature weights and h for the vector of features. The process of finding the best
translation (i.e. the one with the highest probability) is known as decoding. We choose the
translation ê that maximises PΛ(e|f), i.e.

ê = argmax
e

ΛTh(e, f) (2.4)

The decoding process is shown graphically in Figure 2.1. Note that this is equivalent to the
source-channel model if we set M = 2, λ1 = λ2 = 1 and use feature functions

h1(e, f) = log P(e) (2.5)

h2(e, f) = log P(f |e) (2.6)

Chapter_Introduction/Figures/Decoder.eps
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Log-linear models were first used for machine translation by Berger et al. (1996), but were
improved and made popular by Och and Ney (2002) and Och (2003).

2.1.1 Generation of hypotheses and decoding
Hypothesis sentences are generated from the input sentence by a generative translation model
that depends on the particular translation system being used. While in theory we could
hypothesise any sequence of words in the output language and allow the model to decide on
the best translation, we consider only the sequences that could be reasonably expected to
be translations based on what has been seen in the training data. Therefore, we learn rules
or phrase tables from the parallel text. For a given input sentence, we only consider output
words that have been seen in the parallel text as translations of the input words.

A large problem in the decoding process is the computational complexity. The search space
is the set of possible hypotheses during translation, and can become very large for a number
of reasons. We may have words in the output sentence that are not a direct translation of any
words in the input sentence, so the models must allow for these to be inserted. Similarly, the
models must allow the deletion of input words with no direct translation. Words and phrases
in the input sentence may translate in many different ways; algorithms must be devised to find
the best hypotheses in the search space efficiently. Decoding typically makes use of dynamic
programming algorithms and efficient search procedures such as beam search and A* search.

2.1.2 Features for log-linear models
An important consideration is the derivation of features for the translation system. We
require features that are complex enough that they model the translation process accurately
and provide useful information, but also require that they can be computed efficiently and
can be handled by the algorithms used for decoding.

One feature common to all translation systems is the output language model log P(e),
which is discussed further in Section 2.4. It is not uncommon to use more than one language
model feature, with a relatively simple language model being used during a first pass of
decoding and a more accurate, but a computationally more expensive, language model being
used for rescoring a lattice of hypotheses to refine the output (Brants et al., 2007).

We can define features that depend on any property of the two sentences, and features
can have varying complexity. Part-of-speech taggers can be run, grammatical dependencies
can be analysed, parses of the sentences can be considered. Features from generative models
P(e|f), P(f |e) in either translation direction can be used. Other, simpler features used include:
sentence length distributions that condition the length of the output sentence on that of the
input sentence; distortion models that consider the reordering of words and phrases; features
which reward word pairs found in conventional bilingual dictionaries and lexical features
which reward word pairs found in training data. A word insertion penalty, i.e. a cost that is
added for every word in the sentence, is effective in controlling output length and makes a
large difference to translation quality (Koehn, 2009). See Och et al. (2004) for a description
of many different features.
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2.2 Model training
Once we have defined our model PΛ(e|f) by deciding on features, we need to estimate the
model parameters from training data. This is typically done in two steps. The first step
estimates parameters for the features that make up the model from a large corpus of training
data. Most features are estimated on a corpus of parallel text {(es, fs)}

S
s=1, though language

models and other features for which h(f , e) = h(e), are estimated on the output language
only.

The second step is the estimation of the feature weights Λ of the log-linear model. Dis-
criminative training is performed on a development set smaller than the parallel corpus,
{(es, fs)}

S′

s=1, and usually translates the source text to minimise the error (under some loss
function) compared to a reference translation.

The models can be used to translate many different types of data, from newswire to web
data, to the output from a speech recognition system run on television broadcasts, with each
type having different properties desired from its output. Discriminative training can be used
to help with domain adaptation, for example to give greater importance to a language model
corresponding to the desired domain and modify the insertion penalty. The development set
is matched to the text the model will be used to translate, and the parameters are tuned to
optimise the system’s performance on that type of data.

2.2.1 Discriminative training of log-linear models
These discriminative models are trained by optimising the parameters Λ to maximise some
objective function. There are many possibilities for the objective function; the challenge is to
find an objective function that is feasible to compute and improves translation quality.

First attempts at performing discriminative training optimised the feature weights to
maximise the likelihood of the entire parallel text:

Λ̂ = argmax
Λ

S
∑

s=1

PΛ(es|fs) (2.7)

This is known as maximum entropy training since the maximum likelihood estimate of Λ
produces the model which has maximum entropy on the training data consistent with the
constraints placed on the model. Berger et al. (1996) use an improved method of Generalised
Iterative Scaling (GIS) (Darroch and Ratcliff, 1972). The number of features is limited since
they add features one by one according to which one gives the largest increase in likelihood.
However, calculation of the denominator of Equation (2.3) is computationally intensive, since
it requires a sum over all possible translations e, and many iterations of training are required.
Och and Ney (2002) also use GIS but approximate the denominator by the sum over an N-
best list from the previous output to improve performance. Since some of the sentences may
have more than one reference translation, a modified training objective is introduced. This
assigns an equal weight to each reference sentence where there are multiple references. Some
reference sentences may not appear in the N-best list, so the reference for training purposes is
the sentence from the N-best list which contains the minimal number of word errors relative
to the reference translations.
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Optimisation of the likelihood of training data does not necessarily guarantee improved
translation quality on unseen text, which is our ultimate aim. There is a range of evalua-
tion metrics for machine translation output (see Section 2.8 for details), which we can use
for discriminative training; we pick the metric with which we want to evaluate the system,
and optimise according to this metric during discriminative training. Och (2003) introduces
Minimum Error Rate Training (MERT), which defines an error function E(r, e) measuring
the error in sentence e relative to a reference sentence r; we attempt to minimise the error
function over the development corpus. The total error for a set eS

′

1 = {e1, . . . , eS′} of trans-
lation hypotheses with references rS

′

1 = {r1, . . . , rS′} is the sum of the errors of the individual
sentences:

E(rS
′

1 , e
S′

1 ) =
S′
∑

s=1

E(rs, es). (2.8)

For a corpus fS
′

1 of sentences representative of the data we wish to translate, assume that for
each sentence fs we have a set of candidate translations Cs. We find

Λ̂ = argmin
Λ

FMERT(Λ), (2.9)

where the objective function FMERT(Λ) is

FMERT(Λ) =

S′
∑

s=1

E(rs, ê(fs;Λ)) (2.10)

and ê(fs;Λ) is the candidate translation assigned highest probability by the model:

ê(fs;Λ) = argmax
e∈Cs

ΛTh(e, fs). (2.11)

More generally, we may wish to minimise the expected error over all hypotheses in the set
of candidate translations by performing MBR training of the feature weights, i.e. we use
objective function

FMBR(Λ) =
S′
∑

s=1

∑

e∈Cs

E(rs, e)PΛ(e|f). (2.12)

Liu et al. (2007) use this approach for discriminative adaptation of language models for ASR
and SMT. However, the approach has not proved successful for optimisation of feature weights
for machine translation (Mathias, 2007); we therefore use MERT as presented by Och (2003).

Optimisation is carried out using a line search algorithm that relies on the fact that the
error is piecewise constant along a line through the parameter space, which simplifies compu-
tation. The set of candidate translations Cs is chosen to ensure the error does not increase
on the training corpus, using an iterative procedure that incrementally adds new candidate
hypotheses to Cs. At the first iteration, it contains the N-best translations according to the
model; then the parameters Λ are re-estimated and the N-best translations according to the
re-estimated model are added. This is repeated until Cs is unchanged by this process; at this
point we know the model will not assign high probability to poor quality sentences not in Cs.

The principal advantages of MERT are that it does not require computation of the denom-
inator in Equation (2.3), and that it optimises the translation quality metric directly. It has
been used extensively for machine translation, and many efforts have been made to improve
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the algorithm. Random restarts of the MERT algorithm, and the initialisation of parameters
using random walks from the previous optimum, have been found to improve training time
and the translation quality of the resulting model (Moore and Quirk, 2008).

Macherey et al. (2008) develop a lattice-based method of performing MERT rather than
using an N-best list, reporting improved speed of convergence and modest gains in transla-
tion quality. Duh and Kirchhoff (2008) address under-fitting to development data by using
boosting to combine multiple log-linear models generated by MERT to re-rank N-best lists.
Cer et al. (2008) present a stochastic method for optimisation of Λ and use smoothing to
improve generalisation performance (the intuition being that a local minimum in error rate
may be surrounded by an area of high error rate so the system is not robust to small changes
in parameters).

Other efforts have concentrated alternative discriminative training techniques to replace
MERT (Blunsom et al., 2008; Turian et al., 2006). The error surface is piecewise constant,
contains many local minima and is not differentiable with respect to the model parameters,
which poses problems for parameter estimation. Smith and Eisner (2006) overcome this by
using deterministic annealing to minimise the expected loss under a probability distribution
over the hypotheses that is gradually sharpened to become the true error function as training
progresses.

A further drawback of MERT is that it is limited by the number of feature weights
it can optimise reliably (Chiang et al., 2008b). The Margin Infused Relaxed Algorithm
(MIRA) (Crammer et al., 2006) has been used to perform discriminative training of larger
numbers of parameters (Arun and Koehn, 2007; Watanabe et al., 2007), with Chiang et al.
(2008b) using it to optimise weights for 34 features based on ‘soft syntactic constraints’ for
hierarchical translation, which reward translations that respect syntactic structure of the
sentence (Chiang, 2005; Marton and Resnik, 2008). Most recently, MIRA has been used for
training systems that use thousands of features (Chiang et al., 2009).

2.3 Alignment modelling
In Automatic Speech Recognition (ASR), a transcription e is estimated from acoustic data
O using the following formula (Jurafsky and Martin, 2000):

ê = argmax
e

P(O|e)P(e) (2.13)

This can be viewed as a source-channel model, with the source word sequence e, modelled
by the language model P(e), being passed through a noisy channel to produce O: our task is
to determine e given only the information contained in O; we use complex statistical models
whose parameters are estimated from training data to ensure they accurately represent that
data.

The translation model P(f |e) can be viewed as an analogue of the acoustic model P(O|e).
In machine translation, however, there is an additional level of complexity that does not
occur in ASR. Whereas the words in the ASR transcription e occur in the same order in
which they are uttered, and therefore the same order in which their representations appear
in O, the ordering of words in the input and output languages need not be the same. It
is necessary to find the alignment of words in order to find their translations. Alignment
is considered at three levels: document (determining which input language document is a
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translation of which output language document); sentence (determining a correspondence
between the sentences within the document); and word/phrase level. Deng (2005a) considers
the problem of determining alignment at the sentence level given equivalent documents, but
we concentrate on determining word and phrase level alignments once sentence pairs have
been matched.

We use a generative model of alignment and view f as being generated from e (Brown et al.,
1993). For alignment, the source language is the language we generate from and the target
language is the language that is generated. We can use alignment models in both translation
directions, i.e. we can view the input language sentence as being generated from the output
language sentence, and vice versa. Given a source language sentence e and target language
sentence f , we introduce a hidden alignment variable A which determines the correspondence
between the words and phrases in the two sentences, and calculate the translation probability
as

P(f |e) =
∑

A

P(f , A|e), (2.14)

where the sum is taken over all possible alignments A.
The number of possible alignments between e and f is 2|e||f | and increases exponentially as

the sentence lengths increase. This poses a problem for modelling due to the complexity of the
models involved. The area of alignment modelling is concerned with developing techniques to
overcome these problems and work out the translational correspondences between sentences.
Alignment modelling is described in more detail in Chapter 3.

2.4 Language modelling
An important part of the translation system is the modelling of the output language, since it
allows us to favour directly translation hypotheses that are grammatical sentences. We assume
that the sentence is generated left to right and that each word depends on the previous words,
i.e. the probability of sentence e = e1, e2, . . . , eI = eI1 is given by

P(eI1) =
I
∏

i=1

P(ei|e1, e2, . . . , ei−1). (2.15)

For computational reasons, we make the approximation that each word depends only on
n−1 previous words; this is known as an n-gram language model (Chen and Goodman, 1999;
Kneser and Ney, 1995). The sentence probability is approximated by

P(eI1) ≈
I
∏

i=1

P(ei|ei−n+1, . . . , ei−1), (2.16)

and the n-gram probabilities P(ei|e
i−1
i−n+1) are estimated from large amounts of monolingual

data in the output language. The maximum likelihood estimate of P(ei|e
i−1
i−n+1) is

P(ei|ei−n+1) =
c(eii−n+1)

c(ei−1
i−n+1)

, (2.17)

where c are the counts of the word sequences in training data. These maximum likelihood
estimates can suffer from data sparsity, i.e. they are inaccurate when there are few examples
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of an n-gram in the training data. They also assign zero probability mass to n-grams or
words that do not occur in training data, whereas we do not want to rule out the possibility
of these occurring. Various smoothing methods are employed to adjust the maximum like-
lihood estimates to produce more accurate probability distributions (Chen and Goodman,
1999; Kneser and Ney, 1995). We can use interpolation of probabilities where a lower order
distribution is interpolated with a higher order distribution; backoff, is the use of a lower order
n-gram probability when a higher order n-gram is not available; discounting subtracts from
non-zero counts in order that probability mass can be distributed among n-grams with zero
count, usually according to a lower order distribution. The general form of a large number of
language models is:

Psmooth(ei|e
i−1
i−n+1) =

{

ρ(ei|e
i−1
i−n+1), if c(eii−n+1) > 0

γ(ei|e
i−1
i−n+1)Psmooth(ei|e

i−1
i−n+2), otherwise

, (2.18)

for some probability distribution ρ defined over n-grams that occur in the training data, where
γ(ei|e

i−1
i−n+1) is the backoff weight and is normalised to ensure a valid probability distribution.

All such models require significant computation to ensure probabilities are normalised.
The largest language models (as of 2007) were built on 2 trillion (2× 1012) words of data

and contain 200 billion distinct n-grams, using stupid backoff, a scheme that assigns a score to
each word sequence but does not require normalisation of probabilities (Brants et al., 2007).
The stupid backoff score is

S(ei|e
i−1
i−n+1) =







c(eii−n+1)

c(ei−1
i−n+1)

, if c(eii−n+1) > 0

αnS(ei|e
i−1
i−n+2), otherwise

, (2.19)

where αn is a backoff weight that can depend on the n-gram order. The main benefit of
this scheme is that training is efficient due to the fact that normalisation of probabilities
is not performed. Despite its simplicity, it is competitive with more sophisticated methods,
especially as the amount of training data increases, and can be trained on large amounts of
data where other models would be too complex.

2.5 Phrase-based translation
Initial statistical models of translation dealt only with correspondences between pairs of words
in the two languages, i.e. the units of translation were single words. However, some sequences
of words tend to translate as a unit, so it is desirable to think of the sentences in terms of
phrases, i.e. sequences of consecutive words. Phrase-based translation makes use of these
so a group of contiguous words in one language can translate as a contiguous sequence of
words in the other language. This also enables the context of a word to have an effect, and
local changes in word order between languages can be learned. In addition, the phrases are
extracted from real text so words are likely to be grammatical within a phrase and the system
can provide more fluent translations.

Och et al. (1999) introduce the Alignment Template Model of machine translation, which
is a generative model that takes into account phrase structure during translation. Each word
is assigned to a class given by an automatically trained method (Och, 1999) and an alignment
template defines the alignment between a source class sequence and target class sequence. In
translation, the alignment template is used to determine the ordering of a source phrase in
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the target language, while the words within the phrase are translated using a word-to-word
translation model.

Most phrase-based translation systems model the generation of hypotheses in a similar
way (Koehn, 2009). Firstly, the input sentence is segmented into phrases, where a phrase
is usually simply a sequence of words and is not syntactically motivated. The phrases are
then translated independently into the output language, according to a phrase translation
table estimated from word-aligned parallel text. Insertion of phrases is permitted to allow
for phrases in the output language that are not direct translations of phrases in the input
language; similarly, deletion of phrases is allowed for input phrases that have no translation
in the output language.

A distortion model is applied to account for changes in phrase order between the input
and output languages. The distortion models used during decoding are simple due to the
computational expense of allowing all possible permutations of phrases: it has been shown
that the search for the best permutation is NP-complete (Knight, 1999). Some phrase-based
systems allow only monotonic alignments (Banchs et al., 2005; Zens and Ney, 2004), which
leads to fast decoding but causes problems for languages with different word orders (Lopez,
2008).

The Pharaoh decoder (Koehn, 2004) is a phrase-based decoder that makes use of log-
linear models. It performs efficient decoding using a beam search and can output lattices
of translation hypotheses. Moses (Koehn et al., 2007) is an open source decoder with the
functionality of Pharaoh, but also allows factored translation models where the text itself is
augmented with additional information such as part of speech tags or other morphological,
syntactic or semantic information. Confusion network decoding allows it to take ambiguous
input, such as the output from a speech recogniser (Bertoldi et al., 2007). The distortion
model used by Moses allows positioning of a phrase relative to the last word in the previous
phrase, independent of the content of the phrases, and sets a distortion limit for the maximum
distance a phrase is allowed to move. The cost of a reordering is defined to be the sum of the
individual jump sizes; this cost is used as a feature in the log-linear model.

2.5.1 The Transducer Translation Model
The Transducer Translation Model (TTM), introduced by Kumar et al. (2006), is a phrase-
based model for parallel text alignment and translation implemented using standard Weighted
Finite State Transducer (WFST) operations. WFSTs are used extensively in speech recog-
nition systems, and efficient algorithms have been developed for their manipulation (Mohri
et al., 1997); hence the translation process can be implemented efficiently without the need
for specialised decoders or dynamic programming techniques. Generation of N-best lists is
also possible using standard WFST operations.

The entire translation process is formulated as a WFST (Blackwood et al., 2008a; Kumar
and Byrne, 2003; Kumar et al., 2006). We view the input sentence as being generated from the
output sentence by the model, and therefore refer to the input sentence as the target and the
output language as the source. The generation proceeds as follows: first, the source sentence
eI1 is segmented into phrases uK1 , before these phrases are translated into the target language
to give phrases xK1 and reordered, yielding yK1 (Kumar and Byrne, 2005). We wish to allow
some target phrases to be spontaneously generated rather than being direct translations of
source phrases, so we allow the insertion of target phrases to give a sequence cK0 of phrases
with insertion markers appended; phrases are then inserted according to the markers to give
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Figure 2.2: The TTM translation process (Kumar and Byrne, 2005)

phrases dK0 . The phrases dK0 are themselves made up of target language phrases vR1 , which
are then concatenated to form the target sentence fJ1 . Figure 2.2 shows how this occurs for
an example sentence.

The translation is broken down as follows:

P(fJ1 , v
R
1 , d

K
0 , c

K
0 , a

K
1 , u

K
1 , e

I
1) =

P(eI1) Source language model
× P(uK1 ,K|eI1) Source phrase segmentation
× P(yK1 , x

K
1 |uK1 ,K, e

I
1) Phrase translation and reordering

× P(vR1 , d
K
0 , c

K
0 |yK1 , x

K
1 , u

K
1 ,K, e

I
1) Target phrase insertion

× P(fJ1 |v
R
1 , d

K
0 , c

K
0 , y

K
1 , x

K
1 , u

K
1 ,K, e

I
1) Target phrase segmentation

The TTM model can be broken down into distinct component parts, allowing each one to
be specified and worked on separately: a separate FST is built to model each of these pro-
cesses. The language model G determines whether a given sequence of source language words
is likely to be a correct, grammatical and coherent sentence in the source language. The n-
gram language models described in Section 2.4 can be expressed as WFSTs (Allauzen et al.,
2003), and are used here. The source phrase segmentation transducer W maps source word
sequences to sequences of phrases depending on those phrases available for translation. A
phrase transduction model maps source language phrases to target language phrases, and a
reordering model acts on the phrases once they have been translated to put them in target
language order; these two operations are carried out by transducer R. To allow for the possi-
bility that there are words or phrases in the target sentence that are not a direct translation
of words or phrases in the source sentence, we introduce a phrase insertion transducer Φ that

Chapter_Introduction/Figures/TTMprocess.eps
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performs the spontaneous insertion of arbitrary target phrases in the sentence. The target
phrase segmentation transducer Ω maps target phrase sequences to target sentences. Finally,
we must ensure that the sequence of phrases agrees with the words in the target sentence, so
we introduce the target sentence acceptor T .

The component parts of the model are as follows:

• Source Phrase Segmentation Model: This component finds all possible segmen-
tations of the source sentence into phrases which appear in the inventory of source
language phrases Psrc. We assume that the number of phrases depends only on the
length of the sentence and write

P(uK1 ,K|eI1) = P(uK1 |K, eI1)P(K|I). (2.20)

The distribution for the number of phrases given the number of words is chosen to be
uniform:

P(K|I) =
1

I
for K ∈ {1, . . . , I}. (2.21)

Given the number of phrases K, we assume that every segmentation with that number
of phrases that can be obtained using the inventory is equally likely, i.e.

P(uK1 |K, eI1) =

{

C, uK1 = eI1 and uk ∈ Psrc for all k ∈ {1, . . . ,K}
0, otherwise

(2.22)

C is a constant chosen so that
∑

uK
1
P(uK1 |K, eI1) = 1, i.e. the distribution is normalised.

An unweighted phrase segmentation transducer W maps source word sequences to source
phrase sequences. It outputs all uK1 = eI1 such that uk appears in the source phrase
inventory for all k. A weighted finite state transducer for the distribution P(uK1 |K, eI1)
is constructed, ensuring that

∑

uK
1
P(uK1 |K, eI1) = 1 for each K, eI1. For further details

on the construction of this WFST, see (Kumar and Byrne, 2003).

• Phrase Translation and Reordering: The Phrase Transduction Model maps the
source language phrases uk to target language phrases xk. We assume that the target
language phrases are conditionally independent and depend only on the source language
phrase that generated them, i.e.

P(xK1 |uK1 ,K, e
I
1) = P(xK1 |uK1 )

=
K
∏

k=1

P(xk|uk). (2.23)

The phrase translation probabilities P(x|u) are estimated from the relative frequencies
of phrase translations found in parallel text alignments.

Once the phrases have been translated, they are then reordered into target language
order. (Kumar and Byrne, 2005) introduces Maximum Jump phrase reordering models
that attempt to address the balance between accurate modelling of the translation
process and computational complexity.

The reordering models act on a target language phrase sequence xK1 in source language
phrase order, and map it to the target language phrase order yK1 . The movement of the
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phrases is encoded in a jump sequence bK1 , where yk+bk = xk and bk is the displacement
of phrase xk. The jump sequence is constructed to ensure the phrases are permuted,
thus avoiding deficiency problems similar to those suffered by Model 3 and Model 4.

We model the jump sequence by assuming that bk depends on the phrase pair (xk, uk)
and the jumps bk−1

1 that have occurred in the sentence so far

P(bK1 |xK1 , u
K
1 ) =

K
∏

k=1

P(bk|xk, uk, b
k−1
1 ) (2.24)

In order to model this using an FST, we introduce equivalence classes for the sequence
bk−1
1 : an equivalence class corresponds to the state of the FST. Write φk−1 for the
equivalence class containing bk−1

1 . The probability then becomes

P(bK1 |xK1 , u
K
1 ) =

K
∏

k=1

P(bk|xk, uk, φk−1). (2.25)

The probability of the (reordered) translation yK1 is then

P(yK1 |xK1 , u
K
1 ) =

{

P(bk1|x
K
1 , u

K
1 ), yk+bk = xk

0, otherwise
. (2.26)

These two operations are carried out by transducer R.

Maximum Jump 1 (MJ-1) is the simplest such model and allows a maximum jump of
distance 1, i.e. bk ∈ {−1, 0,+1}. A jump of −1 cannot occur unless a jump of +1 has
just taken place, and a jump of +1 must be immediately followed by a jump of −1.
Therefore there are two equivalence classes: one where a jump of +1 is possible with a
given probability and one where a jump of −1 must occur next. Then

P(bk|xk, uk, φk−1) =







β1(xk, uk) bk = +1, φk−1 = 0
1− β1(xk, uk) bk = 0, φk−1 = 0
1 bk = −1, φk−1 = 1

where the equivalence class is given the label
∑k−1

l=1 bl. β1(x, u) = P(B = +1|x, u) de-
pends on the phrase pair and is estimated by finding the maximum likelihood estimates
from the test data corpus. The MJ-2 model allows a phrase to jump a distance of up
to 2 places; however, this introduces many more possibilities for the reordering of the
sentence and is too complex to be used during decoding.

• Target Phrase Insertion Model: This WFST allows the spontaneous insertion of
arbitrary target phrases at any point in the sentence. The reordered source phrase
sequence y1, . . . , yK is transformed to a new sequence c0, c1, . . . , cK that encodes infor-
mation about inserted phrases.

The terms c1, . . . , cK are the original phrases y1, . . . , yK with additional information
that determines how many target language phrases can be inserted after that phrase,
and the lengths of those phrases. An element ck has the form

ck = yk · pk,
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where pk ∈ {1, . . . ,M}∗ is a sequence of integers between 1 and the maximum phrase
length M . This restriction on phrase length is necessary as the phrases are drawn
from the phrase pair inventory. Write |pk| for the length of pk, and write pk = pk[1] ·
pk[2] · · · pk[|pk|]: this specifies that phrase yk has |pk| phrases inserted after it, of length
pk[1], pk[2], . . . pk[|pk|] respectively. The probability of ck for k ∈ {1, . . . ,K} is defined
as

P(ck|yk) =











α0, ck = yk · ǫ

α
∑|pk|

i=1 pk[i], ck = yk · pk
0, otherwise

(2.27)

α is known as the Phrase Exclusion Probability (PEP) and αn is the probability of in-
serting a phrase of length n; this means the likelihood of inserting a phrase is inversely
proportional to the number of words in the phrase. α can be tuned to improve transla-
tion performance. α0 is the probability that no target language phrase is inserted. The
values of α and α0 must be set to ensure that P(ck|yk) forms a probability distribution.

The c0 term allows the insertion of phrases at the beginning of the sentence and has
the following probability distribution.

P(c0) =







α0, c0 = ǫ

α
∑

i p0[i], c0 = p0
0, otherwise

(2.28)

The total probability of the sequence c0 is given by

P(cK0 |uK1 ) = P(c0)
K
∏

k=1

P(ck|uk). (2.29)

Given the sequence cK0 , we now replace the markers with target language phrases to
form dK0 . Write ck = ck1, ck2 . . ., and write dk = dk1, dk2, . . .. We assume that the
inserted phrases are independent and depend only on the phrase length. The value of
a phrase of length m is drawn uniformly from all phrases of length m in the PPI, i.e.
the symbol m is mapped to v with probability

P(v|m) =
1

P
(m)
tgt

, (2.30)

where Ptgt is the set of target phrases from the phrase pair inventory and P
(m)
tgt is the

subset of those target phrases that are of length m. Therefore

P(dK0 |cK0 , y
K
1 , x

K
1 , u

K
1 ,K, e

I
1) = P(dK0 |cK0 )

=
K
∏

k=0

P(dk|ck)

=

|p0|
∏

l=1

P(d0l|c0l)
K
∏

k=1

|pk|+1
∏

l=1

P(dkl|ckl) (2.31)
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We must ensure that the target phrase sequence vR1 agrees with the phrase sequence
produced by the model.

P(vR1 , d
K
0 |cK0 , y

K
1 , x

K
1 , u

K
1 ,K, e

I
1) = P(dK0 |cK0 , a

K
1 , u

K
1 ,K, e

I
1)1{d

K
0 = vR1 } (2.32)

Let Φ denote the target phrase insertion transducer, which performs all of this.

• Target Phrase Segmentation Model: We must now ensure that the phrase sequence
vR1 agrees with the words in the target sentence. Therefore we have

P(fJ1 |v
R
1 , d

K
0 , c

K
0 , a

K
1 , u

K
1 ,K, e

I
1) = P(vR1 , d

K
0 |cK0 , a

K
1 , u

K
1 ,K, e

I
1)1{f

J
1 = vR1 } (2.33)

For each sentence to be translated, a transducer Ω is created that maps the sequence of
target phrases to the target sentence. A final acceptor T is used to ensure the output
matches the target sentence.

Decoding uses a lattice of translation hypotheses T produced by the system as a com-
position (Mohri, 2009) of finite state transducers as follows, composing the FSTs right to
left:

T = G ◦ (W ◦ (R ◦ (Φ ◦ (Ω ◦ T )))) (2.34)

We then project onto the inputs of T to give a finite state acceptor that accepts any source
sentence eI1 that the translation process maps to the target sentence fJ1 . This takes the form
of a lattice; each path through the lattice has an associated cost corresponding to a derivation
{eI1,K, u

K
1 , x

K
1 , y

K
1 , c

K
0 , d

K
0 , v

R
1 }. The path of lowest cost through this lattice yields

{êÎ1, K̂, û
K̂
1 , x̂

K̂
1 , ŷ

K̂
1 , ĉ

K̂
0 , d̂

K̂
0 , v̂

R̂
1 } = argmax

vR1 ,dK0 ,cK0 ,yK1 ,xK
1 ,uK

1 ,K,eI1

P(vR1 , d
K
0 , c

K
0 , y

K
1 , x

K
1 , u

K
1 , e

I
1|f

J
1 ).

(2.35)
Taking the sequence of words eI1 that corresponds to this path gives us the favoured translation
hypothesis. The probabilities associated with the model components can be used as features
in a log-linear model and training carried out using MERT (Och, 2003). MERT is applied to
adjust the language model scale factor, word and phrase insertion penalties, phrase reordering
scale factor, phrase insertion scale factor, source-to-target phrase translation model scale
factor, target-to-source phrase translation model scale factor, and three phrase pair count
features (Blackwood et al., 2009). The phrase pair count features track whether each phrase-
pair occurred once, twice, or more than twice in the parallel text (Bender et al., 2007).

The experiments of Chapter 5 and Chapter 7 make use of the TTM as the underlying
translation system.

2.6 Syntax-based translation
One drawback of phrase-based models is that the phrases are simply sequences of words
rather than being syntactically motivated. Changes in word order usually occur for syntactic
reasons, and the lack of syntactically motivated translation units makes it difficult to model
changes in word order effectively. We may wish to use information about the syntax and
structure of the sentence, particularly when translating between languages with different
sentence structures and word order. For example, re-ordering is needed when translating
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between languages with subject-verb-object sentence structure such as English and Chinese
and languages with subject-object-verb structure such as Arabic and Japanese. We can make
use of syntax information in the input language, output language or in both languages by
constructing trees to model the sentence structure. We can view these as tree-to-string,
string-to-tree and tree-to-tree models respectively.

Yamada and Knight (2001) introduce a string-to-tree syntax-based translation model that
views the input language string as being generated by an output language parse tree passed
through a noisy channel; the translation system can assign P(f |E) for an English parse tree E
and input sentence f . An English string is assigned a parse tree by a syntactic parser, then
the process by which translation occurs is modelled as a reordering of the parse tree, followed
by insertion of words at each node and translation of leaf words. They report gains over IBM
Model 5 for alignment of parallel text sentences. A decoder for this syntactic model, with the
addition of phrasal translation, is presented by Yamada and Knight (2002).

Knight and Graehl (2005) develop tree transducers as a generalisation of the finite state
transducer able to compute transformations of trees. Other work builds on this using increas-
ingly complex rules extracted from parallel text to build models of string-to-tree alignment
(Chiang et al., 2009; Galley et al., 2006, 2004). Joshua (Li et al., 2009) is an open source toolkit
for parsing-based machine translation. Other syntax-based translation systems use tree-to-
tree translation to make use of syntax in both languages (Alshawi et al., 2000; Melamed,
2004; Wu, 1997).

2.7 Hierarchical phrase-based translation and the
HiFST decoder

Hierarchical phrase-based translation was introduced by Chiang (2005) and improved by
Chiang (2007); the intention is to incorporate some of the advantages of both syntax-based
translation and phrase-based translation. A hierarchical phrase is defined as a phrase that
can also contain other phrases by using placeholders for those other phrases. The translation
process is modelled using a synchronous context-free grammar (SCFG) to simultaneously
build a tree in each language. Rules for the grammar are extracted from aligned parallel text
data. The grammar in this case does not enforce syntactic rules (in the sense of traditional
linguistic syntax) in either language and is referred to as formally syntactic rather than
linguistically syntactic. Each rule in the grammar takes the form

X → 〈γ, α,∼〉 (2.36)

with γ a string of terminals and non-terminals in the input language, α a string of non-
terminals and terminals in the output language, and ∼ a one-to-one correspondence between
non-terminals in γ and non-terminals in α. These non-terminals can then be expanded further
during translation using other rules. As an example rule, the following rule encodes the fact
that Chinese relative clauses modify the noun to their right and English relative clauses
modify the noun to their left:

X → 〈X 1 de X 2 , the X 2 that X 1 〉. (2.37)

The correspondence between non-terminals is shown by boxed indices, e.g. 1 . Rules are
learnt from a corpus of word-aligned parallel text. In addition to the rules learnt from the
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parallel text, glue rules are defined, which allow a sentence to be split into a sequence of
hierarchical phrases which are translated separately:

S → 〈S 1X 2 , S 1X 2 〉 (2.38)

S → 〈X 1 , X 1 〉 (2.39)

The start symbol S can then be expanded as a sequence of non-terminals which are translated
without reordering. This allows increased robustness as it allows translation of sentences
that cannot be derived from a single non-terminal X. The grammar is used to produce a
derivation constraining the left hand side to be the input sentence. The expansion of a
sentence halts when there are no further non-terminals: for each derivation, the right hand
side is a hypothesis sentence eI1 that the grammar has produced as a translation of fJ1 . We can
relate hierarchical phrase-based translation to phrase-based translation as follows: restricting
the grammar to conventional phrase pairs (i.e. rules with no non-terminals on the right hand
side) and glue rules gives a phrase-based model with monotone phrase reordering.

The weight of each rule is determined by a number of features defined on rules such as:

• P(α|γ) and P(γ|α);

• lexical weights Pw(α|γ) and Pw(γ|α), calculated using alignment models to estimate
how well the words of γ translate to the words of α and vice versa;

• a phrase penalty to allow the model to learn a preference for shorter or longer deriva-
tions.

The cost assigned to a hypothesis sentence is given by combination of the costs of the rules
used to derive it, and by the application of a language model trained on large amounts of data
in the output language. Cube pruning, a method of pruning that aims to make a minimal
number of applications of the language model to the tree while maintaining translation quality,
is introduced to control the size of the hypothesis lattices during translation.

The HiFST decoder (Iglesias et al., 2009a) is a lattice based decoder for hierarchical phrase-
based translation, implemented using WFSTs. The OpenFst libraries (Allauzen et al., 2007)
and standard FST operations such as composition, determinisation and minimisation are used
to efficiently implement a decoder. They find that the use of WFSTs requires less pruning,
resulting in fewer search errors and improved translation performance. The use of complete
lattices rather than N-best lists improves parameter optimisation.

For investigation of the context-dependent alignment models described in Chapter 8,
HiFST is used to perform translation.

2.8 Evaluation of translation quality
The quality of output from a translation system is generally judged relative to a reference
translation (or reference translations) of the sentence in question. The criteria commonly used
for evaluation of machine translation by human evaluators are fluency and adequacy (LDC,
2005; White et al., 1993). Fluency is a measure of the quality of language of the hypothesis
translation, ranging from a grammatically flawless sentence to incomprehensible. Adequacy
is a measure of how much of the meaning of the reference translation is expressed in the
hypothesis translation.
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Human evaluation of machine translation output is expensive in terms of both the time
taken and the financial expense of paying bilingual and monolingual evaluators. There are
also issues with inter-evaluator agreement (different evaluators may give different results)
and intra-evaluator consistency (the same evaluator may produce different results at different
times). Therefore it may not be possible to measure small changes in the quality of the
output. When developing machine translation systems, we require feedback as rapidly as
possible after a change has been made to the system, in order to determine quickly the
success of the approaches applied. We therefore require an automated method of evaluating
the output of a system.

For a corpus C of translation hypotheses, we use a corpus R of human-generated reference
translations. Each sentence e ∈ C may have one or more reference translations; write R(e)
for the reference sentences corresponding to e. We now present a number of metrics used for
evaluation of the hypotheses.

2.8.1 BLEU score
The BiLingual Evaluation Understudy (Bleu) score (Papineni et al., 2002) is a metric widely
used for automatic evaluation of machine translation output. The basic premise is that a
translation of a piece of text is better if it is close to a high-quality translation produced by a
professional translator. The translation hypothesis is compared to the reference translation,
or multiple reference translations, by counting how many of the n-grams in the hypothesis
appear in the reference sentence(s); better translations will have a larger number of matches.
The ranking of sentences using Bleu score has been found to closely approximate human
judgement in assessing translation quality.

2.8.1.1 Computing modified n-gram precision for a sentence

Define c(e, w) to be the number of times a word w appears in sentence e. For a candidate
sentence e, unigram precision is calculated by finding the number of words in the candidate
sentence that occur in any reference transcription and dividing by the total number of words
in the candidate sentence.

unigram precision(e) =

∑

w∈e c(e, w)1{w occurs in some reference er}
∑

w∈e c(e, w)
. (2.40)

However, this is not an accurate measure of translation quality as the system can generate
many words that occur in the references but not output grammatical or meaningful sentences.
To overcome this, we clip the count of the number of times a word occurs so that it is not
counted if it occurs more than the maximum number of times it occurs in any reference
sentence. For words w in the candidate sentence e, define

cmax(w) = max
er∈R(e)

c(er, w) (2.41)

cclip(e, w) = min(cmax(w), c(e, w)) (2.42)

The modified unigram precision for a sentence e is given by

p1(e) =

∑

w∈e cclip(e, w)
∑

w∈e c(e, w)
(2.43)
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Similarly, for an n-gram wn
1 = w1, . . . , wn, define c(e, wn

1 ) to be the number of times the
n-gram appears in a sentence and define

cmax(w
n
1 ) = max

er∈R(e)
c(er, w

n
1 )

cclip(e, w
n
1 ) = min(cmax(w

n
1 ), c(e, w

n
1 ))

The modified n-gram precision is

pn(e) =

∑

n-grams wn
1∈e

cclip(e, w
n
1 )

∑

n-grams wn
1∈e

c(e, wn
1 )

(2.44)

We wish to compute the Bleu score over the entire test corpus rather than at a per-
sentence level. This is done by finding the n-gram counts and clipped n-gram counts sentence
by sentence, adding the clipped n-gram counts and dividing by the total sum of the counts.
The modified n-gram precision for the whole corpus C is given by

pn(C) =

∑

e∈C

∑

n-grams wn
1 ∈ e

cclip(e, w
n
1 )

∑

e∈C

∑

n-grams wn
1 ∈ e

c(e, wn
1 )

(2.45)

2.8.1.2 Applying a brevity penalty to penalise short senten ces

A candidate translation that is longer than the reference sentences will have a lower modified
n-gram precision since the denominator of Equation (2.44) is larger. However, we also wish
to penalise sentences that are shorter than the reference transcriptions. A brevity penalty is
calculated over the entire corpus and penalises the model if the candidate translation sentences
are too short compared to the reference translations. This brevity penalty is given by

b(c, r) =

{

1 if c > r

e1−
r
c if c ≤ r

, (2.46)

where c =
∑

e∈C |e| is the length of the candidate translation corpus and r is the effective
reference corpus length. The effective corpus length can be calculated in a number of ways.
The approach proposed by Papineni et al. (2002) is to take the reference sentence that is
closest in length to the candidate sentence, the best match length and add these lengths to
find the effective corpus length. However, the standard approach is to add the lengths of the
shortest reference sentences, i.e.

r =
∑

e∈C

min
er∈R(e)

|er|. (2.47)

2.8.1.3 The BLEU score

The Bleu score of a corpus C is

Bleu = b(c, r) exp

(

N
∑

n=1

λn log pn(C)

)

(2.48)

where N is the maximum length of n-gram considered and λn are positive weights such that
∑N

n=1 λn = 1. The most commonly used values for these parameters are N = 4, λ1 = λ2 =
λ3 = λ4 =

1
4 .
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This score ranges from 0 to 1, with a higher score indicating a better translation, but
results are often quoted by scaling to a number between 0 and 100. Very few translations will
achieve a score of 100, unless they are identical to one of the reference translations.

Bleu is widely used and has been found to correlate closely with human judgement of
translation quality (Papineni et al., 2002), in that it assigns the same ranking to a set of
translations as human judges. It can be used with one or multiple references; however, the
score increases when more references are used (there are more n-grams in the references, so
the numerator of Equation (2.44) increases while the denominator remains constant), and it
is important to compare models using the same number of references on a particular data set.

2.8.2 Translation Edit Rate (TER)
Snover et al. (2005) introduce Translation Edit Rate (TER) as a more intuitive measure
for evaluating machine translation quality. TER is defined as the minimum number of ed-
its required to change a hypothesis so that it exactly matches the closest of the reference
translations, normalised by the average length of the references.

TER =
# of edits

average # of reference words
, (2.49)

where an edit can be insertion, deletion or substitution of a single word, or a shift of a word
sequence. This is found to have a better correlation with human judgement than the Bleu

score. Human-targeted Translation Edit Rate (HTER) is a modification that uses a human,
who needs to be fluent only in the target language, to produce a fluent target reference that
is as close as possible to the hypothesis and has the same meaning as the references (Snover
et al., 2006). HTER has been found to be more consistent and fine-grained than human
annotations of fluency and adequacy (Snover et al., 2009); it is used by the AGILE project
for these reasons. However, the cost of HTER makes it impractical for frequent evaluation,
and research has been carried out to find automated metrics to replace it (Przybocki et al.,
2008).

2.8.3 Other evaluation criteria
Other methods of evaluating the quality of translation are available, though we use Bleu

throughout.
Word Error Rate (WER) is found by computing the edit distance d(e, er), i.e. the

number of insertions, deletions and substitutions between the candidate sentence e and the
reference sentence er. Multireference Word Error Rate (mWER) is found by taking, for
each candidate sentence e, the edit distance of the closest reference sentence (Nießen et al.,
2000).

A major disadvantage of WER is that it depends too much on the choice of reference
sentence and requires the word order to be the same. Position-independent WER (PER)
attempts to overcome this problem by comparing the words in the candidate and reference
sentences, ignoring word order (Och and Ney, 2004).

Chan and Ng (2008) introduce MaxSim, an evaluation metric designed to replace Bleu

that takes into account part-of-speech tags, grammatical fluency, lemmatised (i.e. grouped
together so they can be analysed as a single item) word forms and synonyms, as well as n-
gram similarity between a pair of sentences. Chiang et al. (2008a) discuss the limitations of
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Bleu and propose a modification that improves correlation with human judgements. They
find that deletion of entire sentences does not lead to a statistically significant drop in Bleu

score relative to a baseline in which no words can be deleted during translation, and that
models can defeat the intended purpose of the brevity penalty by deleting entire sentences to
compensate for other sentences being too long. The solution is to clip the reference sentence
length to encourage all sentences to be similar in length to their reference translations rather
than making the corpus the same length overall; then the Bleu with strict brevity penalty
score (Bleu-sbp) is identical to Bleu but uses corpus length

c =
∑

e∈C

min

{

|e|, min
er∈R(e)

|er|

}

. (2.50)

Chiang et al. (2008a) also propose a cross between Bleu and word error rate. Many further
metrics for automatic evaluation of machine translation output are studied by the NIST
MetricsMATR08 Challenge (Przybocki et al., 2008).

2.9 Pre-processing of data
In this thesis, experiments are primarily carried out for Arabic to English and Chinese to
English translation, though some supplementary experiments are run for French to English.
Data are obtained from a variety of sources and are pre-processed to improve translation
performance. The most significant changes occur in Arabic, due to the complexity of its
morphology.

2.9.1 Tokenisation and morphological analysis of Arabic text
Arabic is a morphologically complex language, with the morphological analysis of each word
depending on a large number of features such as part-of-speech, voice, gender, person and
number. Prefixes and suffixes are added to words to indicate each of these features, which
results in an increased vocabulary size compared to English for a given collection of parallel
text, and fewer examples of words in the vocabulary. For example, 2,200 distinct morpholog-
ical analyses appear in the first 280,000 words of the Penn Arabic Treebank, whereas English
morphological tagsets generally have about 50 tags (Habash and Rambow, 2005).

Determination of the morphological analysis of a word is difficult for two main reasons.
Firstly, Arabic words are often ambiguous in their analysis due to the omission of disam-
biguating short vowels and other orthographic diacritics; a word form in the Penn Arabic
treebank has an average of 2 morphological analyses. The second reason is that, due to
the number of possible morphological analyses for a word, computational methods of mor-
phological analysis developed for English suffer from data sparsity. Habash and Rambow
(2005) introduce the Morphological Analysis and Disambiguation for Arabic (MADA) tool,
which performs simultaneous tokenisation, part-of-speech tagging and morphological analysis
of Arabic. MADA selects from analyses of Arabic sentences produced by the Buckwalter Ara-
bic Morphological Analyzer (Buckwalter, 2002) using a combination of classifiers including
those for part-of-speech, number and gender.

MADA was used to pre-process the Arabic data for all experiments described in the
following chapters. The ‘D2’ decliticisation scheme described by Habash and Sadat (2006)
was used. This causes a reduction in vocabulary size of around 30% from the original Arabic
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1. This processing is carried out on the parallel text used for model training and on the
Arabic test data prior to its translation into English. This kind of processing has also been
shown to produce a significant increase in Bleu score if there is a change in genre between
the training data and test data (Habash and Sadat, 2006).

2.9.2 Processing of Chinese text
Word-segmented Chinese text was provided by the DARPA AGILE project. Chinese text
segmentation is a well established technology (Ng and Low, 2004; Shi and Wang, 2007; Zhang
and Clark, 2008). The segmenters used within the AGILE project were trained so as to be
consistent with the Penn Chinese Treebank (Xue et al., 2005).

2.10 Post-processing of translation hypotheses
Once a lattice or N-best list of translation hypotheses has been built and scored by the
model during decoding, additional algorithms can be run to further improve the quality of
translation. There are two broad approaches to post-processing. Some algorithms can be
used to rescore the output of one decoder, while others combine the outputs of two or more
decoders. They do not depend on the choice of decoder so they can be run on the output of
both phrase-based and syntax-based systems.

Minimum Bayes Risk (MBR) decoding is a rescoring method that tries to reduce the
probability of choosing the wrong hypothesis by selecting the translation that is closest on
average to the likely translations from an N-best list (Kumar and Byrne, 2004). The ‘closeness’
is measured by a loss function that we define, usually a quantity related to the translation
quality metric we use for evaluation. Ehling et al. (2007) find MBR decoding of N-best
lists gives gains in BLEU score for a variety of languages. Lattices generally contain many
more hypotheses and lattice-based MBR is known to improve on N-best MBR for speech
recognition (Goel and Byrne, 2000); Tromble et al. (2008) develop lattice-based MBR for
machine translation output. They find a linear approximation to the Bleu score using a first
order Taylor expansion, which can be computed over the hypotheses of the entire lattice and
obtain statistically significant gains in Bleu score relative to N-best MBR.

2.10.1 System combination
System combination is another area in which machine translation has drawn inspiration from
speech recognition. Most system combination approaches are similar to ROVER (Fiscus,
1997), used in speech recognition for allowing systems to ‘vote’ on a confusion network of
hypotheses. The outputs from multiple systems are combined to give a single hypothesis, in
the hope that the combined information from a number of systems will give a more accurate
translation.

The approach works by selecting a skeleton or primary hypothesis and aligning other
hypotheses with it. We can then build a confusion network, which encodes all hypotheses

1Words that MADA cannot process correctly are passed directly to the output: our objective in using
MADA is to reduce the Arabic vocabulary whenever possible so that the statistical translation models do not
suffer from data sparsity. We do not seek any linguistic or phonetic processing of the Arabic word, and it is
sufficient that words are processed consistently across the data sets.
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from an N-best list and the differences between them; the component systems are then used
to select the best path through the confusion network, which is known as the consensus
hypothesis. The consensus hypothesis may be different to any of the input hypotheses; we can
view this as using the models to select the best parts from each hypothesis and combining
them to produce a sentence that is a more accurate translation than any of the hypotheses
individually.

Bangalore et al. (2001) introduce this approach and use the edit distance metric (which is
the number of insertions, deletions and substitutions taken to get from one sequence of words
to another) to align sentences. Matusov et al. (2006) introduce models for word-to-word
alignment based on IBM Model 1 and Hidden Markov Model alignment (see Chapter 3 for
more details of these models). These models are estimated on all sentences of the test corpus,
and hypothesis sentences are re-ordered to match the ordering of the primary hypothesis prior
to their inclusion in the confusion network.

Phrases are a more natural translation unit than words and reordering at the word level
can introduce disfluencies in the output. Sim et al. (2007) overcome this problem by using
consensus network decoding to find a consensus hypothesis econ, then applying MBR decoding
to find the original hypothesis that has minimal loss with respect to econ. Feng et al. (2009)
introduce a method of system combination that uses lattices rather than confusion networks
and deals with phrase alignments in addition to word alignments.

De Gispert et al. (2009) combine N-best lists from two machine translation systems trained
on alternative morphological decompositions of the input language. The posterior distribu-
tions over the individual lists are interpolated to form a distribution over the entire list, and
MBR rescoring of the new list is carried out; this produces a higher quality of translation
than either system individually.

The approach of de Gispert et al. (2009) can be extended using methods presented by
Tromble et al. (2008) so that it can perform MBR system combination with complete lat-
tices (de Gispert et al., submitted to Computational Linguistics). We begin with M lattices
E1, . . . , EM and wish to find the best hypothesis sentence from their union E = E1 ∪ . . . ∪ EM .
For each n-gram w occurring in a lattice, the posterior probability of w over that lattice is
calculated; the posterior probabilities for each n-gram are then linearly interpolated (using
weights determined on a tuning set) to give posterior probability distribution p(w|E). These
interpolated probabilities are used to compute a linear approximation to Bleu (Tromble
et al., 2008), and the MBR decision rule can then be written

ê = argmax
e∈E

{

θ0|e|+
∑

w∈N

θw#w(e)p(w|E)

}

(2.51)

where N is the set of all n-grams occurring in the lattices, #w(e) is the number of times
w occurs in the sentence e and θw is an n-gram specific weight. This can be implemented
efficiently using WFST operations, and is used in Chapter 9 for system combination.

The choice of systems that are combined is also important. Macherey and Och (2007)
discuss desirable properties for the systems being combined. The systems should be of similar
quality, to avoid systems of inferior quality reducing the overall effectiveness. They should also
be dissimilar, so that each system provides different information about the overall translation:
we can view this as one system correcting the mistakes made by others. Equally, if all systems
‘agree’ that a translation scores highly, then it is likely to be a good translation.
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2.11 Summary
This chapter has introduced the framework used for statistical machine translation and ex-
amined some of the models used. The steps in the process have been described, including
sources of data and its pre-processing, building of alignment models using parallel text, log-
linear models of translation, features for log-linear models, discriminative training of models,
the decoding process itself and subsequent post-processing and system combination. The
translation systems we use for our work were introduced, as well as automated metrics for
evaluation of translation quality.



CHAPTER 3
Alignment Models

3.1 Introduction
The fundamental motivation of alignment modelling for machine translation is that, given
a source sentence e = eI1 and target sentence f = fJ1 , we wish to define a correspondence
between the words of e and f . A link between two words can be viewed as an indication
they are translations of each other, and each link can be represented as a pair (i, j) with
1 ≤ i ≤ I, 1 ≤ j ≤ J . We write A for the set of such links; each element of A can be viewed
as an undirected arc in a graph with I + J nodes, one node for each word of each sentence.
We can also view the alignment links as an I × J matrix B, where

bij =

{

1 if ei is linked to fj
0 otherwise

(3.1)

Figure 3.1 shows the graphical representation of the alignment between the English sentence
and the program has been implemented with an equivalent French sentence le programme a
été mis en application, and Figure 3.2 shows the same alignment represented as a matrix. We
develop models to estimate the probability of alignments between the sentences, i.e. we wish
to know

P(A|e, f). (3.2)

We should note that it is difficult to judge which words in a given target sentence cor-
respond to which words in a source sentence. There is significant disagreement even among
human translators as to the correspondence between words (Melamed, 1998), so the solution
is subjective and there is no “best” solution: our main objective is to produce alignment
models that lead to the best translations. However, the quality of alignment is crucial to the

29
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Figure 3.1: Representation of alignment as a graph.
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Figure 3.2: Representation of alignment as a matrix.

quality of the phrases extracted from that alignment and therefore the overall quality of the
translation system. For this reason, we find it useful to investigate the quality of alignments
produced by our models and compare them to manually obtained alignments.

A common approach to producing alignments, and the one that is taken in this thesis,
is to use parallel text to estimate two alignment models: one aligning f to e and another
aligning e to f . The alignments in the two directions are then combined to produce a single
alignment for each sentence in the parallel text. The translation model is then initialised from
this word-aligned parallel text. The process is represented graphically in Figure 3.3.

3.2 Many-to-one alignment models
Unconstrained alignment allows each source word to be aligned to any number of target
words and each target word to be aligned to any number of source words. This is complicated
to model, so we constrain the models to reduce computational complexity. We allow each
target word fj to be aligned to just one source word ei; we can then represent the alignment
between the sentences as a sequence a = aJ1 and define aj = i to be the position of the
word in the source sentence to which fj is aligned. This is many-to-one, in that many target
words can be aligned to each source word, but each target word is aligned to at most one
source word. We can view the the alignment sequence aJ1 as a hidden variable that is not
specified in the parallel text, but which must be determined in order to build accurate models

Chapter_Alignment/graph-representation.eps
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Figure 3.3: Use of alignment models to initialise a machine translation system.

of the translation process. We view this as a generative model, and model the probability of
generating fJ1 from eI1 with alignment aJ1 by

P(aJ1 , f
J
1 |e

I
1). (3.3)

Sometimes a word in the target sentence is not a direct translation of any word in the source
sentence (for example, there is no word in the French sentence corresponding to the English
word and). We wish to allow for this in the models by introducing a null token e0 or NULL,
and set aj = 0 if fj does not align to any target word ei with 1 ≤ i ≤ I. Alignments to the
null token must be considered when training the models.

The alignment that maximises the joint probability of the target sentence and alignment
given the source sentence is the known as the Viterbi alignment and is calculated by finding:

âJ1 = argmax
aJ1

P(fJ1 , a
J
1 |e

I
1) (3.4)

The Viterbi approximation P(fJ1 |e
I
1) ≈ P(fJ1 , â

J
1 |e

I
1) is sometimes used to avoid computation

of the full marginal probability during training, particularly if the models are complex.
Given a source sentence e1, . . . , eI = eI1, we can express the joint probability of a target

Chapter_Alignment/Figures/AlignmentProcess.eps
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sentence f1, . . . fJ = fJ1 and alignment a1, . . . , aJ = aJ1 as follows:

P(fJ1 , a
J
1 |e

I
1) = P(J |eI1)P(f

J
1 , a

J
1 |e

I
1, J)

= P(J |eI1)
J
∏

j=1

P(fj , aj |f
j−1
1 , a

j−1
1 , eI1, J)

= P(J |eI1)
J
∏

j=1

P(fj |a
j
1, f

j−1
1 , J, eI1)P(aj |f

j−1
1 , a

j−1
1 , J, eI1)

Due to the complexity of the models that would be required and insufficient training data
to estimate the parameters accurately, we cannot estimate these probability distributions
reliably. Therefore a number of simplifying assumptions are made, which are described in
this chapter.

3.3 IBM alignment models
Brown et al. (1993) propose five statistical models of the translation process, numbered from
1 to 5 in increasing order of complexity and corresponding number of parameters. Training is
carried out using a corpus of sentence-aligned parallel text. The models are trained in order,
using Model 1 to provide an initial estimate of the parameters of Model 2, using Model 2 to
provide an initial estimate of the parameters of Model 3, and so on. We begin by describing
the simplest such model.

3.3.1 Model 1
Model 1 makes the conditional independence assumptions that:

• The target sentence length J is independent of eI1 and I, and we assume it takes some
small value P(J |eI1) = ǫ; we use the models to align sentences whose length is known
prior to alignment, so this does not cause problems.

• For each target word, all alignments (including alignment to NULL) are equally likely
and do not depend on the particular word or its position on the sentence:

P(aj |f
j−1
1 , a

j−1
1 , J, eI1) =

1

I + 1
for 0 ≤ j ≤ J ; (3.5)

• Once the alignments have been determined, the target word depends only on the source
word to which it is aligned, i.e.

P(fj |a
j
1, f

j−1
1 , J, eI1) = t(fj |eaj ), (3.6)

where t(fj |eaj ) is the word-to-word translation probability of fj given eaj .

Then the probability of generating fJ1 from eI1 with alignment aJ1 is

P(fJ1 , a
J
1 |e

I
1) =

ǫ

(I + 1)J

J
∏

j=1

t(fj |eaj ). (3.7)
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We take the sum over all possible alignments to give the probability of generating fJ1 from
eI1.

P(fJ1 |e
I
1) =

∑

aJ1

ǫ

(I + 1)J

J
∏

j=1

t(fj |eaj )

=
ǫ

(I + 1)J

I
∑

a1=0

· · ·
I
∑

aJ=0

J
∏

j=1

t(fj |eaj ) (3.8)

3.3.1.1 Enhancements to Model 1

Moore (2004) discusses the limitations of Model 1 and proposes several changes to improve
its performance. The ‘garbage collection’ problem occurs because rare source words tend to
align to too many words in the target language. For example, if a source word occurs only
once in the parallel text, the probability assigned to it generating each of the words in the
sentence to which it is paired will be too high. This problem is solved by smoothing the
word-to-word translation probabilities with a uniform distribution.

Further gains are found by initialising the translation probabilities using a heuristic pa-
rameter estimate based on the log likelihood ratio rather than using uniform translation prob-
abilities as is traditional. This causes fewer iterations of EM to be required until convergence
and appears to prevent over-fitting to training data.

Model 1 also suffers from structural problems which cannot be corrected without making
the model more complex. It is many-to-one, which fails to model the fact that the actual
alignments can be many-to-many or one-to-many (a phrase in the source language translates
as a single word in the target language). It suffers from distortion, in that the position of a
target word is independent of the position of the source word to which it is aligned, whereas
real alignments tend to consist of contiguous sequences of words in the target language being
translated as a contiguous sequence in the source language, so that the alignment matrix
is close to diagonal. It also does not model fertility, i.e. the tendency that some source
words tend to generate more words than others, so the probability that a given source word
generates a target word is unaffected by how many other words that source word generates.

3.3.2 Model 2
For Model 2, the assumptions are less restrictive. We assume that the alignment position aj
of word fj depends on j as well as on the lengths of the sentences J, I, i.e.

P(aj |f
j−1
1 , a

j−1
1 , J, eI1) = a(aj |j, J, I), (3.9)

for 1 ≤ j ≤ J and 0 ≤ aj ≤ I where
∑I

i=0 a(i|j, J, I) = 1. This has the effect of encoding
that alignments are often monotonic and alignment links occur close to the diagonal of the
alignment matrix. Then

P(fJ1 , a
J
1 |e

I
1) = ǫ

J
∏

j=1

a(aj |j, J, I)t(fj |eaj ); (3.10)

P(fJ1 |e
I
1) = ǫ

I
∑

a1=0

· · ·
I
∑

aJ=0

J
∏

j=1

a(aj |j, J, I)t(fj |eaj ). (3.11)
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3.3.3 Fertility-based models
Model 1 and Model 2 operate by selecting, for each target word, a source word to which it
aligns. The remainder of the models are different. In manual alignments, we see that different
source words have a tendency to be aligned with different numbers of target words. We define
a random variable Φe to be the number of words to which e is connected in an alignment; we
view this as the number of words generated by e and describe Φe as the fertility of e.

The generative model used is described as follows. We first decide the fertility φi of
each source word ei, and then decide the target words τi = τi,1, . . . , τi,φi

it generates. This
sequence of target words (which can be empty if the fertility is zero) is known as a tablet, and
the collection of tablets is known as a tableau. After that, we decide the positions of each
word in the tableau in the target sentence; write πi,k for the position of τi,k. We express the
joint distribution of the fertility, translation and reordering given the source sentence as

P(πI0 , τ
I
0 |e

I
1) = P(φI0|e

I
1)P(τ

I
0 |φ

I
0, e

I
1)P(π

I
0 |τ

I
0 , e

I
1). (3.12)

Once the tableau has been decided, its reordering does not depend on the word fertilities.
The component probabilities are expressed as follows:

• Decide on the fertility for each word in turn

P(φI0|e
I
1) =

I
∏

i=1

P(φi|φ
i−1
1 , eI1)× P(φ0|φ

I
1, e

I
1) (3.13)

• Decide on the target words

P(τ I0 |φ
I
0, e

I
1) =

I
∏

i=0

φi
∏

k=1

P(τi,k|τ
i,k−1
i,1 , τ i−1

0 , φI0, e
I
1) (3.14)

• Decide the positions of the words generated, positioning the words aligned to NULL last

P(πI0 |τ
I
0 , φ

I
0, e

I
1) =

I
∏

i=1

φi
∏

k=1

P(πi,k|π
i,k−1
i,1 , πi−1

1 , τ I0 , φ
I
0, e

I
1)

×

φ0
∏

k=1

P(π0,k|π
0,k−1
0,1 , πI1 , τ

I
0 , φ

I
0, e

I
1) (3.15)

The words of the tableau τ and reordering π determine a target string f and alignment a, but
several different pairs τ, π may lead to the same f ,a. Define 〈f ,a〉 to be the set of all such
pairs. We take the sum over these pairs to find the probability:

P(f ,a|e) =
∑

(τ,π)∈〈f ,a〉

P(τ, π|e). (3.16)

IBM Models 3, 4 and 5, described in the following sections, are examples of fertility-based
models.
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3.3.4 Model 3
Model 3 is a fertility-based model, with the following modelling assumptions made to simplify
the probability distributions described above:

• The fertility probability P(φi|φ
i−1
1 , eI1) = n(φi|ei) depends only on ei, for 1 ≤ i ≤ I. The

fertility of a given source word depends only on that word and not on its neighbours or
their fertilities.

• P(τi,k|τ
i,k−1
i,1 , τ i−1

0 , φI0, e
I
1) = t(τi,k|ei). The translation depends only on the source and

target word pair, and not on any previous source or target words.

• P(πi,k = j|πi,k−1
i,1 , πi−1

1 , τ I0 , φ
I
0, e

I
1) = d(j|i, J, I). The reordering depends only on the

position of the target word, the position of the source word and the lengths of the two
sentences. We refer to d(j|i, J, I) as the distortion probability.

3.3.5 Model 4
In manually-aligned translations, a sequence of words (or phrase) in the source language is
translated to a phrase in the target language, and these phrases are then reordered as units.
Since the distortion probabilities of Model 3 move each word in a tablet independently, the
model does not account for this. Model 4 attempts to overcome this limitation by using two
types of distortion model: one is applied to position the first word in a tablet; the other
positions the remaining words in the tablet relative to the first word.

The probability associated with positioning the first word τi,1 in a tablet τi is defined to
be

P(πi,1 = j|πi−1
1 , τ I0 , φ

I
0, e

I
1) = d1(j − c[i−1]|A(e[i−1]),B(fj)), (3.17)

where ci =
⌈

1
φi

∑φi

k=1 πi,k

⌉

is the ceiling of the average of the positions in the target sentence

of the words in the tablet τi. We call ci the center of τi, as it intuitively the “middle” of
the tablet’s positioning in the target sentence. A,B are functions over the source and target
vocabularies respectively that take a small number of values, and effectively group words into
classes depending on the effect they have on the ordering in the translation.

To place subsequent words in the tablet, the following probability is used:

P(πi,k = j|πi,k−1
i,1 , πi−1

1 , τ I0 , φ
I
0, e

I
1) = d>1(j − πi,k−1|B(fj)). (3.18)

This enforces the constraint that πi,k > πi,k−1, so the words are placed left to right, but does
not force the words to take consecutive positions in the target sentence.

3.3.6 Model 5
Models 3 and 4 are deficient, which means that non-zero probability is assigned to invalid
target sentences, such as those where several target words lie on top of each other in one
position and where other positions have no word, i.e. πi,k = πi′,k′ for some (i, k) 6= (i′, k′).
While removing the dependence of the distortion probability on previously positioned words
causes the model to be much simpler, it is the cause of deficiency. In addition, Model 4
allows the positioning of words before the first position or after the last position in the target
sentence.
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Model 4 produces some of the best quality alignment results; however the fact that it
is deficient means it is not possible to use efficient dynamic programming algorithms on it.
Alignment models are hard to include in the decoding process since in the worst case, the
number of possible alignments between sentences increases exponentially with the length of
the sentence. (Knight, 1999) shows that, even for simple statistical models, the decoding
process is NP-complete.

Model 5 removes deficiency at the expense of making the model complicated to the extent
that it is rarely used. For this reason, it will not be discussed further.

3.4 Training of IBM alignment models
The alignment models are trained on a large corpus of parallel text data, comprising sentence
pairs {(e(s), f (s))}Ss=1, where e(s) is a sentence in the source language, f (s) is a sentence in the
target language and the two sentences have the same meaning. We aim to find an alignment
a(s) for each sentence pair.

We train using the iterative Expectation Maximisation algorithm (Dempster et al., 1977;
Neal and Hinton, 1999), which performs maximum likelihood estimation for data in which
some variables are unobserved (in this case, the alignment variables are unobserved). We
wish to update the model parameters θ to maximise the log likelihood of the parallel text
under the model, i.e. we maximise

Lθ(e
(1), f (1), . . . , e(S), f (S)) = log

S
∏

s=1

Pθ(f
(s)|e(s)). (3.19)

The algorithm consists of two steps at each iteration: during the E-step, we find the value
of the auxiliary function, i.e. the expected value of the log likelihood with respect to the
conditional distribution of the alignment given the sentences under the current estimate of
the model parameters θt:

Q(θ|θt) =
S
∑

s=1

∑

a(s)Pθt(a
(s)|e(s), f (s)) log Pθ(f

(s),a(s)|e(s)) (3.20)

During the M-step, we update the model parameters θ to those which maximise the auxiliary
function:

θt+1 = argmax
θ

Q(θ|θt) (3.21)

Model 1 and Model 2 can be trained by exact EM. However, the structure of Models 3 and 4
means means it is impossible to compute sums over all possible alignments (which is required
for computation of the auxiliary function) so an approximation is used: the sum is instead
taken over the Viterbi alignment and those alignments within a neighbourhood of the Viterbi
alignment (see Brown et al. (1993) for further details).

3.5 Hidden Markov Model alignment
Vogel et al. (1996) propose a Hidden Markov Model (HMM) model for word-to-word alignment
of sentences of parallel text, where the words of the source sentence are viewed as states of
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the HMM and emit target words according to a probability distribution. The sentence-level
alignment model is effectively split into two components: the alignment component models
the transitions between the states of the HMM and the translation component controls the
emission of target words from those states. The main benefit of such a model is that, unlike
IBM Model 4, it can be trained efficiently using the exact EM algorithm, and full Baum-
Welch re-estimation of probability distributions can take place (although Vogel et al. (1996)
use only Viterbi training).

In alignments produced by a human translator, the alignment of one word depends strongly
on the alignment of the previous word and we require a model that captures this dependency.
We assume that each alignment aj depends only on the previous alignment (the Markov
assumption) and define a hidden Markov model by associating each state i with word ei for
1 ≤ i ≤ I. We also assume that fj depends only on the word eaj to which it is aligned and
that fj is emitted from a state i with probability t(fj |ei). The transitions between the states
of the HMM are governed by a probability distribution a(i|i′, I), with a(i|i′, I) the probability
of emitting a word from state i given the last word was emitted from state i′ (for 1 ≤ i, i′ ≤ I).
Then the joint probability of target sentence fJ1 and alignment aJ1 given eI1 is

P(fJ1 , a
J
1 |e

I
1) = P(J |eI1)

J
∏

j=1

[a(aj |aj−1, I)t(fj |eaj )] (3.22)

The model includes a probability P(J |eI1) for the length of the target sentence, which is
not needed during alignment (since we know the lengths of the sentences and our aim is to
estimate the other parameters better).

As presented by Vogel et al. (1996), one flaw in this model is that it does not account
for the fact that there may be target words that are not connected to any word in the
source sentence. We wish to consider this case and, as with the IBM models; Och and Ney
(2000a) introduce the null word e0 to the HMM alignment model to account for unaligned
target words. This is positioned arbitrarily at the start of the sentence: therefore models
which make use of distance between source words will not work without modification. The
null token is included by introducing another I states into the HMM so that each state i
representing emission from source word ei has a corresponding state i + I which allows for
the possibility of a transition to the null word but retains information about the last non-null
emitting word.

3.5.1 Estimation of HMM transition probabilities
One of the benefits of decomposing the model into translation probabilities t(f |e) and tran-
sition probabilities a(i|i′, I), giving the probability of emitting from source word i given the
previous target word was generated from ei′ , is the ability to modify the components sepa-
rately. We estimate transition probabilities ā(i|i′, I) from parallel text training data using
EM, but modifications such as interpolation with another model or smoothing are often used
to form the distribution a(i|i′, I) actually used in translation.

The alignment parameters can be estimated in a number of ways. The HMM transition
probabilities may depend only on the jump width (Och and Ney, 2000a; Vogel et al., 1996),
estimated using the formula

ā(i|i′, I) =
c(i− i′)

∑I
i′′=1 c(i

′′ − i′)
, (3.23)
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where c(d) is the count of jumps of distance d in the training data. We then set the probability
of a transition to e0 as p0 and the transition probabilities are

a(i+ I|i′, I) =

{

p0, if i = i′

0, if i 6= i′
= p0δ(i, i

′) (3.24)

i.e. a transition from a state i to the corresponding state i+ I occurs with probability p0, but
it is not possible to enter the the state i′+ I from state i for i′ 6= i. Similarly, if the HMM has
just emitted a word from NULL, it can emit another word from NULL but cannot emit from a
state i′ + I corresponding to a different word:

a(i+ I|i′ + I, I) = p0δ(i, i
′), (3.25)

The transition probabilities to the other states are modified to take account of the fact that
probability mass has been assigned to transition to a null state:

a(i|i′, I) = (1− p0)ā(i|i
′, I) (3.26)

a(i|i′ + I, I) = (1− p0)ā(i|i
′, I). (3.27)

For better estimation of infrequent transitions, we can smooth by interpolation with a uniform
distribution (Och and Ney, 2000a):

a(i|i′, I) = λ×
1

I
+ (1− λ)× ā(i|i′, I) (3.28)

The transition probabilities can also depend on the position in the sentence rather than
just the size of the jump (Deng and Byrne, 2005a). The alignment probabilities are therefore
estimated using

a(i|i′, I) =
c(i, i′, I)

∑I
i′′=1 c(i

′′, i′, I)
. (3.29)

This is then interpolated with uniform and jump width distributions to reduce data sparsity.

3.6 Word-to-phrase HMM alignment model
The Markov assumption allows efficient dynamic programming algorithms for training and
alignment. However the fertility and distortion models in Model 4 allow it to produce better
quality word alignments at the expense of having a complicated and computationally expen-
sive training procedure. Word-to-phrase alignment is considered by Och et al. (1999) but
Deng and Byrne (2005a) extends the HMM model to include word-to-phrase alignment. The
aim of the word-to-phrase HMM is to combine a training algorithm as efficient as that of
the HMM word-to-word alignment model with the capability of producing improved word
alignments to rival Model 4.

Define a phrase as a single word or as a sequence of consecutive words within a sentence.
Consider the the target sentence fJ1 as a sequence of K phrases vK1 , and assume each phrase
vk is generated as a translation of a single source word eak determined by the alignment

sequence aK1 where ak ∈ {1, . . . , I}. Let φk be the length of vk; then
∑K

k=1 φk = J . This is a
form of fertility parameter similar to those in Models 3 and 4.
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As above, phrases can be spontaneously inserted during translation and not be a direct
translation of any source word, and these are viewed as being generated by the NULL token.
A hallucination sequence hK1 is defined such that

hk =

{

0, vk generated by NULL

1, vk generated by eak
(3.30)

This also allows us to keep track of the last source word to generate a phrase, even when the
current phrase is generated by NULL, so we don’t interrupt the dependencies of the Markov
model. It has a similar effect to the null states described in Section 3.5. The transition
probabilities are then given by

a(ak|ak−1, hk, I) =







1, ak = ak−1, hk = 0
0, ak 6= ak−1, hk = 1
ā(ak|ak−1, I), hk = 1

(3.31)

The overall joint probability of sentence fj , phrase sequence v
K
1 and alignment a = (φK1 , a

K
1 , h

K
1 ,K)

given the source sentence eI1 is

P(fJ1 , J, v
K
1 ,K, a

K
1 , h

K
1 , φ

K
1 |eI1) =

P(J |eI1) Sentence length
× P(K|J, eI1) Phrase count
× P(aK1 , h

K
1 , φ

K
1 |K, J, eI1) Word-to-phrase alignment

× P(vK1 |aK1 , h
K
1 , φ

K
1 ,K, J, e

I
1) Word-to-phrase translation

× P(fJ1 |v
K
1 , a

K
1 , h

K
1 , φ

K
1 ,K, J, e

I
1) Target phrase segmentation

(3.32)

We make a number of simplifying assumptions. These are discussed, along with the models
used for each of the component probabilities, in the following sections.

Sentence length: We assume that the length of the target sentence depends only on the
length of the source sentence:

P(J |eI1) = ǫ(J |I) (3.33)

This is not needed during alignment of sentences of fixed length however, so it is ignored.
Phrase count: Having chosen a length for the target sentence, we then determine the

number of phrases it is divided into; the number of phrases, K, is assumed to depend only
on the length of the target sentence:

P(K|J, eI1) = P(K|J) ∝ ηK . (3.34)

K is at most J since each phrase must contain at least one word; the parameter η ≥ 1 is fixed
and controls the number, and consequently the length, of the phrases. A larger value of η
results in a large number of short phrases. Setting η = 1 results in a uniform distribution, so
splitting a sentence of length J into J single word phrases is as likely as the entire sentence
being a phrase.

Word-to-phrase alignment: The alignment is a Markov process that specifies the
lengths of the target phrases and their alignment to the source words. The hallucination
process hk is an independent and identically distributed process, with a parameter p0 that
can be tuned to control the number of phrases that align to the NULL token.

d(h) =

{

p0, h = 0
1− p0, h = 1

(3.35)
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Given the length of the source sentence, we assume that ak depends only on ak−1 and the
hallucination variable hk. The phrase length model n(φ|e) is a fertility parameter that governs
the length of the phrases that are produced by the source word e; a value for n(φ|e) is stored
for each φ ∈ {1, . . . , Nmax} and source word e ∈ VS . Here, Nmax is the maximum phrase
length permitted by the model; by setting a maximum phrase length of 1 in the word-to-
phrase alignment model, we obtain a word-to-word HMM alignment model.

The probability is given by

P(aK1 , h
K
1 , φ

K
1 |K, J, eI1) =

K
∏

k=1

P(ak, hk, φk|ak−1, φk−1, e
I
1)

=
K
∏

k=1

a(ak|ak−1, hk, I)d(hk)n(φk|eak)

Word-to-phrase translation: Having determined the length and position of the target
phrases, it remains to produce the actual words within these target phrases as translations of
the source words to which they are aligned. The translation probability is given by context-
independent word-to-word translation

P(vK1 |aK1 , h
K
1 , φ

K
1 ,K, J, e

I
1) =

K
∏

k=1

P(vk|eak , hk, φk) (3.36)

Writing vk = vk[1], . . . , vk[φk] for the k
th phrase, the probability of generating that phrase is,

P(vk|eak , hk, φk) =

φk
∏

l=1

t(vk[l]|hk · eak) (3.37)

where hk · eak =

{

eak , hk = 1
NULL, hk = 0

and t(f |e) is the word-to-word translation probability.

Word-to-phrase translation with bigram translation probabilities: Under the
above model, the translation probability t(f |e) is a context-independent unigram model (i.e.
each target word in a phrase depends only the source word from which it is generated rather
than other words in the phrase) and the order of words in the phrase is arbitrary. This
is clearly not an accurate assumption, so a more sophisticated model that captures target
language context is also proposed. Bigram translation probabilities t(f |f ′, e) are used: under
this model, each word in a target phrase is allowed to depend on the previous word in the
target phrase as well as the source word from which it is generated. The probability

P(vk|eak , hk, φk) =

φk
∏

l=1

t(vk[l]|vk[l − 1], hk · eak) (3.38)

This allows some integration of target language context into the translation model, thereby
helping to prevent unlikely word combinations within the phrase.

Target phrase segmentation: This expression is included to ensure that the sequence
of phrases generated matches the target sentence, i.e. that fJ1 = vK1 . Hence

P(fJ1 |v
K
1 , a

K
1 , h

K
1 , φ

K
1 ,K, J, e

I
1) = 1{fJ

1 =vK1 } =

{

1, if fJ1 = vK1
0, otherwise

(3.39)
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Model training: Although it has a complicated state space compared to the word-to-
word alignment model, the word-to-phrase model is an HMM; hence the standard Baum-
Welch algorithm for HMM parameter estimation can be applied. This means it is efficient to
train. Deng (2005a) describes the full details of the training procedure.

3.7 Other forms of alignment model
The models described above are generative, i.e. they view one sentence as being generated
from another by a sequence of steps. Moore (2005a) defines an alignment model based on
heuristic word association statistics such as log-likelihood ratio and features based on co-
occurrence counts. This is extended by Moore (2005b) to form a discriminative model. Other
discriminative models have been built, using existing generative models as features (Blunsom
and Cohn, 2006; Taskar et al., 2005). Discriminative alignment models are discussed further
in Chapter 6.

The alignment models described so far make fairly restrictive assumptions due to the way
in which they are constructed. The IBM models are many-to-one, i.e. one source word can
align to multiple target words but a target word can align to at most one source word. They
also assume that words are arranged into phrases consisting of consecutive words. Discrimina-
tive models generally make similar assumptions or use features from generative models making
these assumptions. Fraser and Marcu (2007) introduce a new alignment model, Leaf, which
addresses some of the problems caused by these assumptions. Leaf is a generative m-to-n
model that models the non-consecutive alignments that often occur in human alignments.

The structure of a sentence in a language is modelled as follows: each head word is linked
to zero or more non-head words and each non-head word is linked to exactly one head word.
Source words can be head words, non-head words or deleted (i.e. no translation appears in
the target sentence); target words can be head words, non-head words or spurious (i.e. not
generated from any word in the source sentence). The model tries to provide a representation
of semantic features needed to determine translational correspondence and the alignment
process ensures head words are aligned with head words. The model can be trained using EM
Viterbi training after initialisation from HMM alignments, and the generative model can be
decomposed so its components in each direction can be used as features of a log-linear model
for discriminative training.

3.7.1 Constrained EM training
During standard EM, the training procedure does not necessarily have the effect of using the
model parameters for their intended purposes. The parameters are simply estimated to fit
the training data, and this can guide the model to focus on explaining irrelevant patterns in
the data. Graca et al. (2008) introduce a constrained EM algorithm for unsupervised training
of alignment models, which allows constraints to be placed on the model parameters so that
they take the intended meaning. This is accomplished by replacing the alignment posterior
distribution within EM with a distribution as close as possible to it that also satisfies the
constraints specified.

For simplicity, write x for the observed variables e, f . If we take context into account, x can
also include the source word contexts c. We then replace the posterior alignment probability
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distribution pθ(a|x) by probability distribution q(a) satisfying bounding constraints on the
expectation of the form

Eq[f(x,a)] ≤ b. (3.40)

We can specify equality by using the additional constraint Eq[−f(x,a)] ≤ −b, and can specify
multiple constraints in one equation by using a vector of functions

Eq[f(x,a)] ≤ b. (3.41)

We choose the distribution q̂ closest to pθ that satisfies these constraints, i.e.

q̂ = argmin
q

KL (q(a)||pθ(a|x)) s.t. Eq[f(x,a)] ≤ b, (3.42)

where KL is the Kullback-Leibler divergence. This technique can be used to force the models
trained in each translation direction to agree, the intuition being that the models make
different mistakes and forcing them to agree rules out errors made by only one model (Ganchev
et al., 2008).

3.8 Evaluation of alignment quality
In order to determine the performance of our alignment models, we wish to evaluate the
quality of word alignments against those produced by human translators. Our primary aim
when developing a system is to maximise the translation quality measured by Bleu score
obtained when translating the test data. We hope that good quality alignments will lead
to good translations, and our aim is then to choose the measure of alignment quality that
correlates best with the Bleu score. In this way, we can investigate the effects of changes to
the alignment model without performing end-to-end translation. We can also use a measure
of alignment quality as a training criterion when training alignment models.

In theory, better alignment links under a metric should result in improved translation
performance, when those links are used to build a machine translation system. However,
while this can be the case, there are instances where improved alignment quality does not
lead to better translations: this is discussed in Section 3.8.3.

Determining the translation correspondence is a difficult problem with no clearly-defined
objective solution. One translator may view a word as a translation of another word, while
another may view it as spurious and aligned to nothing in the other language. Therefore a
further limitation of the use of manually-aligned data is that there may be inter-annotator
disagreement (Melamed, 1998), or indeed intra-annotator disagreement if a translator does not
always make the same decision regarding a word. However, examination of alignment quality
relative to manual alignments has proved useful and we do not have a reliable alternative;
therefore we make use of manual alignments for evaluation of our models.

3.8.1 Alignment Error Rate
The Alignment Error Rate (AER) is a metric for evaluating the quality of an alignment
against a manually produced reference alignment. Given a set of word alignment links A and
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a reference set of alignment links R, define the precision and recall as

Precision(A,R) =
|R ∩A|

|A|
(3.43)

Recall(A,R) =
|R ∩A|

|R|
(3.44)

The AER is defined as

AER(A,R) = 1−
2× Precision(A,R)× Recall(A,R)

Precision(A,R) + Recall(A,R)
= 1−

2× |A ∩R|

|A|+ |R|
(3.45)

(Och and Ney (2000b) originally introduced AER and allowed annotators to specify a set S
of sure links, which must be present in an alignment, and a set P of possible links, which may

be present but need not be present. They defined Precision(A,P ) = |P∩A|
|A| and Recall(A,S) =

|S∩A|
|S| so that a recall error occurs if a sure link is not found, and a precision error occurs if

a link is found that is not even in the list of possible links. However, simply using the set of
sure links and modifying the definitions accordingly was found to give better results (Fraser
and Marcu, 2006a)).

3.8.2 Weighting of precision and recall
Precision and recall are important properties of the alignments; a higher precision and lower
recall leads to more phrases or rules being extracted. The AER of alignments used to generate
the translation models does not always correlate well with the Bleu score, i.e. increases
in word alignment quality measured by AER do not necessarily result in an increase in
translation quality. Fraser and Marcu (2006a) explore the relationship between alignment
quality and statistical machine translation performance, focusing on finding a metric for
measuring alignment quality that correlates with, and is predictive of, machine translation
quality measured by Bleu. The paper finds that unbalanced precision and recall are not
penalised, and that it is possible to maximise AER by favouring precision over recall, i.e. by
simply guessing few alignment links, and suggest an alternative to AER that correlates more
closely with Bleu.

Alternative measures of alignment quality are proposed: the F-measure with Sure and
Possible is

FSP (A,P, S, α) =
1

α
Precision(A,P ) +

1−α
Recall(A,S)

(3.46)

and the F-measure is

F (A,S, α) =
1

α
Precision(A,S) +

1−α
Recall(A,S)

, (3.47)

where the weight α determines the balance between the relative importance of precision and
recall. A small value of α weights recall higher. We then use 1 − F-measure as a measure
of alignment quality, and it can be used in the same way as AER (in fact, AER is simply a
special case of F-measure with α = 1

2): a large value of 1− F corresponds to many errors in
alignment. F-measure is found to be the best-performing metric, subject to correct tuning of
α.
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3.8.2.1 Investigation of the properties of F-measure

In order to examine the relationship between AER and F-measure and their effects on align-
ment quality, we look at contours of equal F-measure. We aim to minimise AER or, equiva-
lently, to maximise F-measure. Now, a constant F-measure means that

1
α
P
+ 1−α

R

= c (3.48)

=⇒
PR

αR+ (1− α)P
= c (3.49)

=⇒ PR = cαR+ c(1− α)P (3.50)

=⇒ P (R− c+ cα) = cαR (3.51)

=⇒ P =
cαR

R− c(1− α)
(3.52)

Figure 3.4 shows the variation of F-measure with precision and recall, for varying values
of α. Plotting lines of constant F-measure for α = 0.1, 0.5, 0.9, we can see graphically the
effect of changing these parameters. We aim to find the alignment model parameters that
place the F-measure as high on the surface as possible. Since the models typically have
precision and recall greater than 50%, we are most interested in the quadrant of the graph
where precision > 0.5 and recall > 0.5. For small α the contours are close together on the
recall axis, which means that a small change in recall produces a comparatively large change
in F-measure, whereas a change in precision has little effect. This illustrates the importance
of matching the alignment quality measure to the translation system, depending on whether
it performs best with high-precision or high-recall alignments.

3.8.2.2 Extraction of links by posterior probability

If we extract alignments by posterior probability, we can adjust the probability threshold
according to whether we favour precision or recall. A low threshold allows more links to
be output, which increases recall but decreases precision; a high threshold means the link
must have a high posterior probability in order to be output, so precision is high but recall
is low. A large number of links causes fewer phrase pairs to be generated for translation.
Experiments with the TTM showed that the posterior probability had very little effect on
the overall translation quality, though there were large differences in the number of alignment
links output and the number of phrases extracted using the alignments.

3.8.2.3 Evaluation of alignment models using the precision- recall curve

Our proposed method of comparison of alignment models is to use extraction of alignment
links by posterior probability to plot a precision-recall curve. If the curve of the first model
falls entirely outside that of the second, we can conclude that the first model produces better
alignments: for a given recall, its precision is higher and for a given precision, its recall is
higher. Regardless of the choice for the posterior extraction threshold λ, the first model will
produce better alignments measured by precision, recall or F-measure.
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Figure 3.4: Variation of F-measure with precision and recall, for varying values of α
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3.8.3 Relationship between alignment quality and translation
quality

It is an open matter of debate as to whether an improvement in alignment quality actually
leads to an improvement in translation quality. A major difficulty is that of finding an align-
ment evaluation metric that correlates strongly with translation quality, measured by Bleu,
TER, human evaluation or other metrics described in Section 2.8. The alignment charac-
teristics required depend on the system being used and the language pair we are translating
between. Various papers report that high precision alignments are better for phrase-based
SMT (Ayan and Dorr, 2006; Chen and Federico, 2006); high recall alignments are suited to
n-gram translation (Mariǹo et al., 2006); high precision alignments are better for French to
English but high recall performs better for Arabic to English, both with phrase-based systems
(Fraser and Marcu, 2006a).

Ganchev et al. (2008) examine whether better alignments do indeed lead to improved
translation, using the constrained models proposed by Graca et al. (2008). They find that
the improved quality of alignments does lead to improved translation. However, they also
extract links by the posterior probability of the link and show that the precision-recall curve
for the new models is entirely outside that for the old models. Therefore an improvement in
AER means that there is an improvement in precision and recall, which means there is also
an increase in Fα-measure for every value of α and the relative effects of precision and recall
are not tested.

Vilar et al. (2006) perform experiments using two different types of alignment model and
find that manipulation of alignments can significantly degrade the AER without adversely
effecting translation quality. Their salient conclusion is that future work on alignment oriented
to machine translation should always report results on translation quality. Ittycheriah and
Roukos (2005) present a maximum entropy model for word alignment that provides large gains
in AER over HMM and Model 4 alignment models, but find no improvement in translation
quality.

The evidence presented suggests that the optimum value for α, and therefore optimum
balance between precision and recall, is highly language-dependent, and even dependent on the
data set used. The correlation of alignment quality metrics with translation quality metrics
other than Bleu may also lead to different results. This raises doubts as to the utility of
using alignment quality as an indicator of translation quality and suggests that alignment
models should be evaluated to as great an extent as possible by the quality of translation
they produce.

3.8.3.1 Consistent phrase error rate

Ayan and Dorr (2006) investigate the relationship between alignment quality and translation
quality. The consistent phrase error rate (CPER) is presented as an alternative to evaluation
by AER that correlates better with translation quality. Rather than directly comparing the
quality of the alignments obtained, it looks at the phrases produced by the hypothesised
alignments compared to those phrases extracted when the reference manual alignments are
used. Let PA be the set of phrases generated by a hypothesis alignment and PR be the set of
phrases generated by a manual alignment and define the precision and recall as

Precision(PA, PR) =
|PR ∩ PA|

|PA|
; Recall(PA, PR) =

|PR ∩ PA|

|PR|
. (3.53)
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Figure 3.5: Two alignments that have the same translational correspondence but different
AER and F-measure scores.

Then

CPER = 1−
2× Precision(PA, PR)× Recall(PA, PR)

Precision(PA, PR) + Recall(PA, PR)
. (3.54)

Contrary to (Fraser and Marcu, 2006a), they conclude that precision-oriented alignments
yield better translation output than recall-oriented alignments, translating more words and
using longer phrases.

3.8.4 Computation of AER and F-measure
Sometimes two alignments which lead to the same phrases being extracted can have different
AER and F-measure scores (Fraser and Marcu, 2007). This is because some links between
phrase pairs are not essential when determining the phrase pairs, but are implied by the links
already present. An example of this is shown in Figure 3.5. Taking Figure 3.5 as a simple
example, the AER of the first alignment is 1 − 2×3

3+4 = 1
7 (assuming the second alignment is

the reference alignment) whereas that of the second is 1− 2×4
4+4 = 0, yet these two alignments

will produce the same phrase pairs with the same phrase-to-phrase translation probabilities.
Given an alignment A, we define a square Boolean matrix X whose entries represent arcs,

i.e.

xmn =

{

1, if there is an arc from m to n
0, otherwise

(3.55)

for 1 ≤ m,n ≤ I + J . This is the adjacency matrix of the graph. X is given by

xi,I+j = 1, for (i, j) ∈ A

xi,i = 1, ∀i (i.e. each source word is linked to itself)

xI+j,I+j = 1, ∀j (i.e. each target word is linked to itself)

xm,n = 0, otherwise

We can then use Warshall’s algorithm (Warshall, 1962) to find the transitive closure Ā
of the graph, i.e. the smallest graph such that any two nodes that are linked by any path
are also linked directly. This has the effect of adding links between words that are implicitly
linked to each other but do not have an explicit link., but does not change the collection of
phrases extracted from an alignment using the phrase-extract algorithm. For proof of this,
consider an alignment (i, j) ∈ Ā \A added by taking the transitive closure.

• Assume that i ∈ [i1, i2], i.e. it is part of the source phrase in the phrase pair ei2i1 , f
j2
j1
. If

j 6∈ [j1, j2], then j cannot be aligned by A to any word in [i1, i2] (by properties of the
phrase extraction): therefore j is in the phrase [j1, j2] defined by A. This means that
taking the transitive closure does not change any existing phrase pairs.

Chapter_Alignment/aer-problem.eps
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Input: Adjacency matrix X of a graph G
Output: Adjacency matrix X∗ giving the transitive closure of G
foreach k = 1, . . . , I + J do

foreach m = 1, . . . , I + J do

foreach n = 1, . . . ,m− 1 do
xmn = xmn ∨ (xmk ∧ xkn)

end

end

end

Figure 3.6: Warshall’s Algorithm for finding the transitive closure of a graph

Figure 3.7: Finding the closure of an alignment: first the transitive closure of the alignment
graph is found, then the intra-sentence links are removed.

• Assume that i 6∈ [i1, i2]. By symmetry with the above, j 6∈ [j1, j2]. This means that no
new phrase pairs are created by the addition of the new alignment links.

Warshall’s Algorithm, shown in Figure 3.6, essentially works by starting with the original
graph and looping through each node in turn, testing to see if any two other nodes are linked
via a path through that node; a link is added directly between those nodes if they are linked.
Since the arcs are undirected, the adjacency matrix X is symmetric, i.e. xmn = xnm, and
we can assume it is triangular to reduce computation. The output of the algorithm and the
alignments resulting from the transitive closure are illustrated in Figure 3.7.

3.9 Preparing word alignments for use in translation
Once we have built the alignment models, we use them to align the corpus of training data
and use the alignments to extract phrases and rules for use in a machine translation system.
This section discusses the ways in which alignments can be obtained from the models.

3.9.1 Generation of alignments from models
The most common method of extracting alignment links from many-to-one models is to use
the Viterbi alignment, the single alignment sequence assigned highest probability by the
model:

âJ1 = argmax
aJ1

P(aJ1 |e
I
1, f

J
1 ) = argmax

aJ1

P(fJ1 , a
J
1 |e

I
1) (3.56)

The alignment links output are then

AViterbi = {(âj , j) : 1 ≤ âj ≤ I}. (3.57)

Chapter_Alignment/transitive-closure.eps
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We exclude alignments to the null token, i.e. aj = 0, as alignment to it is simply a method
of indicating that the target word does not align to any word in the source sentence. One
problem with the Viterbi alignment is that it enforces the many-to-one constraint of the
alignment model, which may not be accurate. Extracting alignment links by the posterior

probability of the individual alignment links can alleviate this issue. Consider the case where
one word in the target language has the same meaning as a two word phrase in the source
language, for example the English phrase dentist’s appointment translates to the German
compound noun Zahnarzttermin. Under the Viterbi alignment, Zahnarzttermin can only be
aligned to only one of dentist’s or appointment ; using extraction by posterior probability,
both links may have a sufficiently high probability that they are included. For each possible
alignment link (i, j), we evaluate the posterior probability of that link under the model and
include the link if the probability is above a set threshold λ. Then

Aposterior(λ) = {(i, j) : 1 ≤ i ≤ I, 1 ≤ j ≤ J, P (aj = i|fJ1 , e
I
1) > λ} (3.58)

For Model 1, the posterior probability of a link is given by

PM1(aj = i|fJ1 , e
I
1) =

t(fj |ei)
∑I

i′=0 t(fj |ei′)
. (3.59)

For Model 2, it is

P(aj = i|fJ1 , e
I
1) =

a(i|j, I, J)t(fj |ei)
∑I

i′=0 a(i
′|j, I, J)t(fj |ei′)

(3.60)

For the word-to-word HMM,

P(aj = i|fJ1 , e
I
1) =

αj(i)βj(i)
∑I

i=1 αJ(i)
, (3.61)

where αj(i) and βj(i) are the forward and backward variables computed by the Baum-Welch
algorithm. All of these probabilities are computed during standard EM training and can
easily be used to extract alignment links.

3.9.2 Symmetrisation
A property of many alignment models examined is that they are asymmetric and produce
many-to-one alignments only, i.e. one source word can be aligned to multiple target words but
each target word can be aligned to only one source word. This is a problem as alignments are
frequently many-to-many or one-to-many. Consider swapping the source and target languages:
the many-to-one alignments will become one-to-many.

To account for the fact that the models are asymmetric and to obtain a more balanced
set of alignment links, we train models and perform alignment in both directions, leading to
two sets of alignments:

AE→F = {(aj , j) : aj > 0}, and (3.62)

AF→E = {(i, a′i) : a
′
i > 0}. (3.63)

Again we exclude alignments to the null token as we do not want it to appear in phrases.
These can then be combined in a number of ways to give the set of alignments that is used
to train the machine translation system:
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• Intersection: A∩ = AE→F ∩AF→E . This gives high precision (many hypothesised links
are correct), since the alignments are judged to be correct by both models, but low
recall (some correct links may be output by both models).

• Union: A∪ = AE→F ∪ AF→E . This gives high recall, since it contains all alignment
links predicted by the two models, but low precision.

• A balance between precision and recall can be obtained by using an alternative method.
The intersection is taken and heuristic methods are used for adding alignments that
occur only in the output of one of the models. Generally, alignment links adjacent to
existing links are added as long as either of the two words being joined is unaligned.
Methods for doing this are presented by Koehn et al. (2003).

This process is known as symmetrisation. Koehn et al. (2003) investigate the use of IBM
Models 1 to 4 to generate alignments and find that, with their phrase-based translation
system, the choice of alignment heuristic has a more significant effect on translation quality
than the models used to create the initial alignments. The determination of the phrase pair
inventory is therefore of high importance.

Fossum et al. (2008) propose a new method for finding a set of alignment links: they
begin with the union alignment and train a model that removes links from the union. They
use syntactic constraints based on the rules extracted for a syntax-based system, structural
conditions on the alignment and lexical features to train a discriminative model, using a set of
manually-aligned sentences. This new set of links is used to initialise a syntactic translation
model.

Huang (2009) presents a method of using the posterior probability of alignment links
(under one or more alignment models, possibly in both directions) to determine confidence
measures for alignment at the sentence and individual alignment link level. They aim to
improve the alignment quality by selecting high confidence alignment links from multiple
word alignments of the same sentence pair.

3.10 Extraction of phrases for use in phrase-based
translation

Phrase-based translation requires a collection of phrase pairs (comprising one source language
phrase and one target language phrase) that may be translations of each other. These pairs
of phrases are extracted from parallel text using the alignment models described above: the
word-to-word alignments can be used to produce phrase pairs using the simple fact that two
phrases align if the words within them align. The collection of phrase pairs is known as the
Phrase Pair Inventory (PPI). A limit is set so that phrases in the inventory do not exceed a
maximum length M ; this avoids unnecessary complexity.

It should be noted at this point that the technique discussed in this section is purely
algorithmic and the phrases are not syntactically motivated; they are simply sequences of
words, which can be aligned and therefore translated. While this may not appear to be
elegant, it has been shown to work effectively and has the added advantage that we do not
need syntactic models for the languages involved.
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3.10.1 The phrase-extract algorithm
The phrase-extract algorithm (Och, 2002) works on the premise that two phrases align if the
words within them align. Given a generalised word alignment Ae,f , for parallel text sentences

e, f , it finds all subsequences of words ei2i1 and f j2j1 that satisfy

∀(i, j) ∈ Ae,f , i ∈ [i1, i2] ⇐⇒ j ∈ [j1, j2], (3.64)

i.e. all words in f j2j1 are aligned to a word in ei2i1 (if they are aligned to any word at all), and

all words of ei2i1 are aligned to a word in f j2j1 (if they are aligned). We also require that there
is at least one alignment link between the phrases, i.e. that for some (i, j) ∈ A for some
i ∈∈ [i1, i2], j ∈ [j1, j2]. The phrase pairs that satisfy these criteria are put into the PPI.

3.10.2 Phrase pair induction
With the procedures detailed above, there are foreign phrases that appear in the parallel text
that will not be included in the PPI because a suitable English phrase has not been found
due to word alignment errors. Deng and Byrne (2005a) introduce a new method for finding
phrase pairs, where the selection of phrase pairs is not based on a single alignment. Given
subsequences of words ei2i1 and f j2j1 from the parallel text sentences eI1 and fJ1 , define

A(i1, i2; j1, j2) = {aJ1 : aj ∈ [i1, i2] ⇐⇒ j ∈ [j1, j2]}. (3.65)

This is the set of alignments such that (ei2i1 , f
j2
j1
) is a phrase pair. We can find the probability

of the phrases occurring as translation pairs:

P(fJ1 , A(i1, i2; j1, j2)|e
I
1) =

∑

aJ1∈A(i1,i2;j1,j2)

P(fJ1 , a
J
1 |e

I
1) (3.66)

We can then find the phrase-to-phrase posterior distribution

PE→F (A(i1, i2; j1, j2)|f
J
1 , e

I
1) =

P(fJ1 , A(i1, i2; j1, j2)|e
I
1)

P(fJ1 |e
I
1)

, (3.67)

where P(fJ1 |e
I
1) =

∑

aJ1
P(fJ1 , a

J
1 |e

I
1). An advantage of using the HMM model is that the

posterior distribution can be found easily using a modified form of the forward algorithm;
using Model 4, there is no efficient way to calculate the expression in 3.66.

Since we have alignments in both directions, the phrase-to-phrase posterior distribution
can be found in both directions; we define an analogue to A for target to source alignments:

A′(i1, i2; j1, j2) = {a′
I
1 : i ∈ [i1, i2] ⇐⇒ a′i ∈ [j1, j2]}. (3.68)

The phrase-to-phrase posterior distribution for the F → E direction is then

PF→E(A
′(i1, i2; j1, j2)|f

J
1 , e

I
1) =

∑

a′I1∈A
′(i1,i2;j1,j2)

P(eI1, a
′I
1|f

J
1 )

P(eI1, a
′I
1|f

J
1 )

(3.69)

Both of these phrase-to-phrase posterior probabilities are then used to select phrases for
inclusion in the PPI, which is built up as follows. First, the Viterbi alignments are found in
each direction and are merged as in Section 3.9.2. The phrase-extract algorithm is then used
to extract phrase pairs of phrases of maximum length M ; the resulting PPI is known as the
Viterbi Phrase-Extract PPI. The posterior probabilities are then used to add to the PPI using
a number of heuristic criteria. Various parameters can be adjusted to determine the balance
between coverage and ensuring the quality of the phrases extracted.
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3.10.3 Phrase translation table
The above process results in a set of source language phrases Vsrc and a set of target language
phrases Vtgt. For translation we require an estimate, for a source language phrase u ∈ Vsrc

and target language phrase v ∈ Vtgt, of the phrase-to-phrase translation probability P(v|u).
We use the maximum likelihood estimate with no smoothing:

PML(v|u) =
c(u, v)

∑

v′∈Vtgt
c(u, v′)

, (3.70)

where c(u, v) is a count of the number of times that the source phrase u is paired with the
target phrase v in the training corpus.

3.11 Extraction of phrases for hierarchical
phrase-based translation

The rules for a hierarchical phrase-based system are also extracted from a word-aligned par-
allel corpus {e(s), f (s), A(s)}Ss=1. We extract rules consistent with the alignments in two steps:
in the first step we extract initial phrase pairs using the phrase-extract algorithm, in the
second step we obtain rules by looking for phrases that contain other phrases and replacing
the subphrases with non-terminal symbols.

The set of rules is then defined to be the smallest set satisfying:

1. If 〈f j2j1 , e
i2
i1
〉 is an initial phrase pair then

X → 〈f j2j1 , e
i2
i1
〉 (3.71)

is a rule.

2. If X → 〈γ, α〉 is a rule (where γ and α are both sequences of terminals and non-
terminals) and 〈f j2j1 , e

i2
i1
〉 is an initial phrase pair such that γ = γ1f

j2
j1
γ2 and α = α1e

i2
i1
α2,

then
X → 〈γ1X k γ2, α1X k α2〉 (3.72)

is a rule (where k is an index of non-terminal not used in γ and α).

3.11.1 Filtering of rules and model training
This process generates a large number of rules, which causes slow training and decoding if
all of them are used. It also causes problems during decoding as many derivations involving
similar rules have exactly the same translation. The rules are filtered in a number of ways to
avoid this.

The length of phrases is limited, the number of non-terminal symbols in a rule is restricted
and a further limit is put on the total number of non-terminals and terminals in a rule. Rules
containing adjacent non-terminal symbols in the source language are removed. Each rule is
forced to have at least one pair of aligned words outside the non-terminal groups to ensure
some kind of translational correspondence. Iglesias et al. (2009a) filter further by excluding
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words with two non-terminals with the same order on the source and target side and consider
only the 20 most frequent translations for each rule (Iglesias et al., 2009b).

In order to estimate the probability of a rule occurring, we would like to know the number
of times it has been applied in the translation of the parallel text. However, each sentence
has more than one derivation using the rules and we do not know which derivation is the
appropriate one. Therefore, the rule counts are estimated using heuristics that approximate
the numbers of times the rules are used in the training data.

3.12 Implementation of alignment models
The alignment models investigated in this thesis are implemented using the Machine Trans-
lation Toolkit (MTTK) (Deng and Byrne, 2005b). This is an alignment modelling package
capable of training Model 1, Model 2, word-to-word HMM and word-to-phrase HMM align-
ment models, including those with bigram translation tables.

In our experiments, we follow the standard MTTK training procedure, starting with Model
1 and gradually increasing model complexity via Model 2 and the word-to-word HMM; then
a sequence of word-to-phrase HMM models with increasing maximum phrase length, followed
by a word-to-phrase HMM model. The exact sequence used is as follows (Deng and Byrne,
2006):

• Initialise translation tables as uniform distributions;

• Train IBM Model 1 parameters with 10 iterations of EM;

• Train IBMModel 2 parameters with 5 iterations of EM (starting with uniform alignment
probabilities);

• Initialise word-to-word HMM alignment model using word alignment counts from Model
2 Viterbi alignments of the parallel text;

• Estimate word-to-word HMM parameters with 5 iteration of EM;

• For N = 2, 3 up to the maximum phrase length Nmax: estimate parameters of word-to-
phrase HMM alignment models using 5 iterations of EM.

3.13 Summary
Alignment models are an important part of machine translation, since a corpus of word-
aligned parallel text is required for initialisation of the translation model. There has been
much work investigating alignment models, with the aim of producing accurate alignments
while making approximations to keep models sufficiently simple that their parameters can be
accurately estimated and they are computationally tractable. This chapter introduces the
alignment models that will be used for experiments in this thesis, and describes how they are
used to produce rules and phrases for statistical machine translation systems.

Alignment quality is often measured using various metrics, with the aim being that an
alignment that scores well under a particular metric will also lead to a good translation
system. The optimum metric appears to depend on language, size of data set and the type
of translation system being used. Alignment quality metrics can provide a good guide to
translation quality and is useful for comparison of alignment models. However, the ultimate
measure of an alignment model’s utility is the quality of translation when a system is trained
on its output.



CHAPTER 4
Rescoring Translation

Lattices with Alignment
Models

4.1 Introduction
This chapter introduces algorithms for using alignment models to rescore lattices of trans-
lation hypotheses from a machine translation system. Prior to this research, the MTTK
alignment models described in Chapter 3 were used only to generate alignments between the
sentence pairs in the training data, with these alignments used to extract phrase pairs and
estimate phrase-to-phrase translation probabilities for use in translation. The alignment mod-
els themselves were not used in the translation for computational reasons: since the number
of possible alignments increases exponentially with the length of the sentences, the decoding
process (i.e. determining the best translation given the sentence in the foreign language) is
NP-complete even for simple statistical models (Knight, 1999). The alignment models used
by the Transducer Translation Model (TTM) during hypothesis generation and decoding are
simple and constrained to maintain computational tractability, so although the order of words
and phrases varies between languages, it is not possible to represent this accurately during
translation. For example, the MJ-1 (Maximum Jump 1) reordering model allows transposi-
tions of phrases but allows a phrase to move at most one place along a sentence. For more
information on the TTM, see the description in Chapter 2.

54



CHAPTER 4. RESCORING TRANSLATION LATTICES WITH ALIGNMENT MODELS 55

We aim to improve the quality of the hypotheses output by the TTM system, using
information from the more sophisticated MTTK alignment models during the translation
process itself. One method of doing this is to use the models to rescore translation hypotheses.
This chapter accomplishes two things: the first is lattice-to-string alignment, leading to the
formulation of an algorithm for producing a lattice that encodes all possible alignments of
each sentence in a lattice of translation hypotheses with a source sentence. The second is the
use of such lattices for rescoring lattices using alignment models.

4.2 Lattice representation of translation hypotheses
An intermediate stage in the translation process is a lattice of possible translation hypotheses.
This lattice is a weighted finite state acceptor that accepts a sequence of words if it matches
one of the translation hypotheses; the cost of a path through the acceptor is the cost of the
sentence associated with that path. This lattice representation is very space-efficient, since
many translation hypotheses are similar and two sentences with a single difference can be
represented by two paths through the lattice differing by only one arc.

Figure 4.1 shows a lattice of hypotheses generated by the TTM as a translation of the
short French sentence <s> merci . </s>. The sentence start tag <s> and sentence end tag
</s> are symbols inserted to indicate the beginning and end of the sentence. Each arc has
associated with it a label corresponding to a word of English (e.g. very) and a cost (e.g.
2.769). The final state also has a cost associated with it (9.339 in this case). The lattice can
be pruned to remove unlikely hypotheses while retaining those assigned high probability by
the model (see Figure 4.2).

A common method of improving translation quality is the use of n-best list rescoring,
where the top n translations (i.e. those with minimal cost, or maximal probability) are output
by the the translation model and additional sources of information are used for rescoring, such
as a more accurate language model that is too complex to use in first-pass decoding. Initial
experiments to rescore n-best lists of translation hypotheses using alignment models were
successful, resulting in gains of over 2 Bleu points over the baseline system. However, this
approach is inefficient, since sentences with identical substrings are rescored separately rather
than using the similarity to perform the calculation only once. It can also result in search
errors, where the best hypothesis according to the rescoring objective is lost, because it did
not originally appear in the top n sentences and other sentences are discarded in the formation
of the n-best list. Lattice-based rescoring is a technique that can be used to overcome such
difficulties, as long as a suitable algorithm for doing so can be found.

4.3 Encoding word-to-word alignment information in
translation lattices

The structure of the lattices of hypotheses output by the system is a result of the translation
process, dependent on the language model, the way in which the sentences are segmented
into phrases, the phrase-to-phrase translation and the model for reordering of phrases. A
different structure is required for a lattice that also encodes information about the way in
which hypotheses may be aligned to the source sentence from which they were generated: we
examine the structure of such a lattice here. Our goal is a lattice that encodes all possible
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8
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./0

6

very/2.769 12/9.339
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much/0

./4.370

you/0

<s> thank you . </s>

<s> thank you very much . </s>

<s> i thank you . </s>

<s> thank you ! </s>

<s> our thanks . </s>

<s> thanks . </s>

<s> thank you very . </s>

<s> we offer our thanks . </s>

Figure 4.1: Example lattice produced by the TTM, and the translation hypotheses that are
accepted by it, output as an n-best list.
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Figure 4.2: The effect of pruning on the lattice of hypotheses. Pruning thresholds of 4 and 0
respectively were used.

alignments of each hypothesis sentence with the input sentence, along with the probability of
each alignment.

Let L denote the lattice of translation hypotheses for the input sentence e = eI1. We
build a new lattice L′ to represent the alignment under a generative model of the translation
hypotheses with the input sentence. We view the hypotheses as being generated from the
input sentence (i.e. it is the source in our alignment model) and simultaneously align each
hypothesis with the input. Due to the dependencies within the models, this is done differently
for Model 1 and the HMM alignment model. We do not work directly with the probabilities,

Chapter_Rescoring/HypothesisLattice.ps
Chapter_Rescoring/HypothesisLatticec4.ps
Chapter_Rescoring/HypothesisLatticec2.ps
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since multiplication of a large number of small probabilities can cause numerical underflow.
The FST framework (Allauzen et al., 2007) can deal effectively with costs on the arcs of the
FST, and we work with negative log probabilities as the costs of the arcs. Finding a path
with minimal cost is equivalent to finding a path with maximal probability, since

p > q ⇐⇒ log p > log q ⇐⇒ − log p < − log q. (4.1)

Each arc x of the lattice has a number of attributes:

• x.start node from which the arc starts

• x.end node at which the arc ends
• x.cost cost of the arc
• x.input input to the arc (for a transducer)
• x.output symbol output by the arc, also referred to as its label

For simplicity of description, we assume that the outputs of the arcs are English words (al-
though the procedures described work equally well for other languages) and that we are gen-
erating the target sentence f from source sentence e. For abbreviation, write x.f = x.output
to stand for the English word on the arc and x.a = x.input to stand for the alignment to the
source sentence. Note that these algorithms all rely on the input lattice being determinised
and having no ǫ-transitions: the FST toolkit can be used to ensure this before they are used.

4.3.1 Representation of Model 1 Alignment
This section describes the representation of all possible alignments under Model 1 of each
sentence of a lattice of hypotheses with the source sentence eI1. For simple rescoring, we do
not need to generate such a lattice for the reasons described in Section 4.6.1; however, this
method allows us to represent all alignments.

Given the lattice of translation hypotheses L, we create a new lattice LM1 that encodes
alignments of each hypothesis with the source sentence eI1. We begin by cloning the nodes of
L: the new lattice will have exactly the same nodes but more arcs to keep track of all possible
alignments. For each arc x of L, we create I + 1 arcs in LM1; label these x

(0), . . . , x(I), with
arc x(i) corresponding to the alignment of the word on the arc with the ith word of the source
sentence. For each x(i), write x̄(i) for the arc of the original lattice from which it is derived,
i.e. x̄(i) = x. The input to the arc is the state from which the target word is emitted, and the
output of the arc is that target word. Figure 4.3 shows how each arc is replaced by I +1 arcs
which encode the alignments to form the new lattice. This lattice is an FST that represents
all possible alignments of each of the translation hypotheses with the source sentence.

For each hypothesis sentence fJ1 and alignment aJ1 of this hypothesis with the source
sentence eI1, there is a path xJ1 through the FST representing that sentence and alignment,
with

xj .output = xj .f = fj (4.2)

xj .input = xj .a = aj (4.3)

xj .cost = − log

[

1

I + 1
t(fj |eaj )

]

(4.4)

Conversely, each path through the FST represents a hypothesis sentence and an alignment
of that sentence to the source sentence. The FST takes an alignment sequence as input and
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L

⇓

LM1

Figure 4.3: Diagram showing how the lattice is modified to encode Model 1 alignment infor-
mation

outputs possible target sentences, with the cost of a target sentence being the negative log
probability of that sentence with the given alignment sequence.

4.3.1.1 Cost of a partial path

Having encoded information about all possible alignments of each hypothesis in the lattice,
we turn our attention to considering the probabilities associated with the alignments. For
each partial path through the lattice LM1, along arcs x1, x2, . . . , xj , define

ψ(x1, x2, . . . , xj) =

j
∏

k=1

1

I + 1
t(xk.f|fxk.a). (4.5)

This is the probability of generating the target word sequence x1.f, . . . , xk.f with alignments
x1.a, . . . , xk.a from eI1 under Model 1. There will be multiple paths to each node corresponding
to differing hypotheses and alignments of those hypotheses, but one of those paths will have
a higher probability than the others. For a node n, write ψ∗(n) for the probability of the best
partial path (i.e. the one with the highest probability) to that node. Due to the independence
assumptions of the model, this can be calculated by examining all arcs x leading to n and
the nodes from which they start:

ψ∗(n) = max
paths x1, . . . , x to n

ψ(x1, . . . , x)

= max
arcs x → n

[

ψ∗(x.start)
1

J + 1
t(x.f|ex.a)

]

(4.6)

ψ∗(n) can be computed iteratively, starting with the first node in the lattice. The best align-
ment has probability ψ∗(N), whereN is the final node of the lattice. Note that in the case that
lattice has more than one final state, the best alignment has probability maxfinal nodes n ψ

∗(n).
The cost of each partial path is given by

φ(x1, x2, . . . , xj) = − logψ(x1, x2, . . . , xj)

= −

j
∑

k=1

log

[

1

I + 1
t(xk.f|exk.a)

]

. (4.7)

Chapter_Rescoring/splitnodes_orig.eps
Chapter_Rescoring/splitnodes_m1.eps


CHAPTER 4. RESCORING TRANSLATION LATTICES WITH ALIGNMENT MODELS 59

L

⇓

LHMM

Figure 4.4: Diagram showing how the lattice is modified to encode HMM alignment informa-
tion. Each node of L is replaced by J nodes in L′. Where nodes n and n′ are connected in
L, (n, i) is connected in L′ to (n′, i′) for all i′, i ∈ {1, . . . , I}.

4.3.2 Representation of HMM Alignment
In order to represent alignments between the sentences generated by an HMM, we need to
take into account the additional dependencies of the model, namely that the alignment of a
target word to the source sentence depends on the alignment of the previous word. We form
a new lattice LHMM by replacing each node n of L with I nodes (n, 1), . . . , (n, I). For each
pair of nodes n′, n ∈ L and each arc x from n′ to n and each pair (i′, i) with 1 ≤ i, i′ ≤ I,
create arcs x(i

′,i) from (n′, i′) to (n, i) with

x(i
′,i).input = i

x(i
′,i).output = x.output

x(i
′,i).cost = − log[a(i|i′, I)t(f |ei)]

The state from which the previous word was emitted affects the transition probability and
we need the lattice to encode information to keep track of the previous state. All the arcs
leading to each node have the same input; all arcs leading to node (n, i) have x.input = x.a = i.
For convenience, write (n, i).a for the common alignment of all arcs leading to (n, i). Following
an arc x with output f from (n′, i′) to (n, i) is equivalent to moving from state i′ to state i
and generating English word f from foreign word ei.

Again, every possible hypothesis sentence and alignment with the source sentence is rep-
resented by a path through the lattice, and conversely each path represents a hypothesis

Chapter_Rescoring/splitnodes_orig.eps
Chapter_Rescoring/splitnodes_hmm.eps
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sentence and alignment. A path (n0, j0), (n1, i1), . . . , (nI , iI) through the lattice LHMM via
arcs x1, . . . , xJ corresponds to the alignment aJ1 of the sentence fJ1 with eI1 with

xj .output = fj (4.8)

xj .input = aj (4.9)

xj .start.a = aj−1 (4.10)

xj .cost = − log
[

a(aj |aj−1, I)t(fj |eaj )
]

(4.11)

for j = 1, . . . , J .

4.3.2.1 Cost of a partial path

For a partial path through the lattice LHMM passing through nodes (n0, i0), (n1, i1), . . . , (nj , ij)
of the lattice via arcs x1, . . . , xj , define

ψ(x1, x2, . . . , xj) =

j
∏

k=1

a(ik|ik−1, I)t(ek|eik) (4.12)

=

j
∏

k=1

a(xk.a|xk−1.a, I)t(xk.f|exk.a) (4.13)

For a node (n, i), write ψ∗(n, i) for the probability of the best partial path through the
lattice to that node. This is given by taking the maximum probability over all paths, and
ψ∗(n, i) is computed iteratively starting from the start node in the lattice.

ψ∗(n, i) = max
paths x1, . . . , x to (n, i)

ψ(x1, x2, . . . , x)

= max
arcs x to (n, i)

ψ∗(x.start)a(i|x.start.a, I)t(x.f|ei),

where x.start.a is the common alignment of all arcs leading to x.start. Again, we define the
cost of a partial path by

φ(x1, x2, . . . , xj) = − logψ(x1, x2, . . . , xj)

= −

j
∑

k=1

log [a(xk.a|xk−1.a, I)t(xk.f|exk.a)] . (4.14)

4.4 Rescoring a single hypothesis and N-best
rescoring

Before looking at rescoring the full lattice of translation hypotheses, we look at rescoring a
single sentence f = fJ1 that is hypothesised by the system as a translation of e = eI1. The
original motivation, using the source-channel model and the TTM translation system, was to
improve the translation quality by replacing the simple translation probability estimated by
the TTM with a more accurate one from the alignment model. Consider the TTM decision
rule:

ê = argmax
e

PLM(e)PTTM(f |e), (4.15)
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where PLM(e) is the language model probability and PTTM(f |e is the probability of generating
f from e under the TTM model. We replace PTTM(f |e) by PMTTK(f |e) and use the same
language model PLM(e) used by the TTM, so the decision rule becomes

ê = argmax
e

PLM(e)PMTTK(f |e). (4.16)

However, this fails to make use of the information in the TTM translation model, so we
turn to the log-linear framework. Here, we can incorporate the alignment model scores by
viewing them as additional features in the log-linear model. We use the decision rule

ê = argmax
e

P(e|f)

= argmax
e

M ′
∑

m=1

λmhm(e, f) (4.17)

where the first M features from the existing translation model that generated the sentence
and M ′ −M features are added during rescoring.

Features we can use include sentence-to-sentence translation probabilities under the align-
ment models in Chapter 3, i.e. Model 1, Model 2, word-to-word HMM, word-to-phrase HMM
with varying maximum phrase lengths. We can use the models in both translation directions,
i.e. we can use those which define the probability P(f |e) of generating f from e and those
which define the probability P(e|f) of generating e from f .

These can all be used in N-best list rescoring but some are more suitable for use in lattice
rescoring due to the way in which the hypotheses are represented. We look at probabilities
here: to use a probability distribution P as a feature function, simply take the value of the
feature associated with that probability distribution to be hP = − log P. Sometimes we may
wish to use the Viterbi approximation to the full translation probability for speed reasons,
i.e. rather than using h = − log P(e|f) we use hViterbi = − log argmaxa P(e,a|f).

4.5 Rescoring lattices of hypotheses
We have so far demonstrated a method for encoding the translation probabilities under the
Model 1 and word-to-word HMM alignment models of all possible alignments of each hypoth-
esised sentence in the lattice. We wish to combine this information with the costs already
present in the lattices of hypotheses, which represent probabilities from the language model,
phrase segmentation, phrase-to-phrase translation and other components of the translation
process. In the log linear framework, we can view this as adding the Model 1 or HMM
probability as an additional feature.

Rescoring can be used as a final step in translation, taking the least-cost path through
the lattice to give the 1-best hypothesis. However, we can also output a lattice representing
all alignments of each English translation hypothesis with the foreign sentence. This allows
lattice rescoring to be performed as an intermediate step, and the new lattice can be passed
on to a different rescoring procedure.
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4.5.1 Using existing lattice costs
For rescoring a lattice with an alignment model, we construct lattices by the method demon-
strated in Section 4.3. Rather than discarding the cost assigned by the translation system,
we add it to the cost assigned by the alignment model, with a suitable weight λ determined
by simple tuning or by discriminative training.

For Model 1, consider an arc x in the lattice LM1. Let cL(x̄) be the cost in L of the arc
from which the arc x of LM1 is derived, and λ be the feature weight given to the alignment
model’s cost. Then the cost of x is defined to be

cM1(x) = cL(x̄) + λ×− log

[

1

J + 1
t(x.e|fx.a)

]

. (4.18)

The cost of a partial path through the lattice via arcs x1, . . . , xj becomes

φ(x1, . . . , xj) =

j
∑

k=1

(

cL(x̄k)− λ log

[

1

I + 1
t(xk.f|fxk.a)

])

. (4.19)

Define φ∗(n) as the cost of the best path to a node n. Then

φ∗(n) = min
paths x1, . . . , x to n

φ(x1, . . . , x)

= min
n′→n

min
x : n′ → n

φ∗(n′) + cLM1
(x)

= min
n′→n

min
x : n′ → n

φ∗(n′) + cL(x̄)− λ log

[

1

J + 1
t(x.f|ex.a)

]

.

Similarly for the HMM, we define the cost of an arc x from (n′, i′) to (n, i) in LHMM to be

cHMM(x) = cL(x̄) + λ×− log [a(x.a|x.start.a, J)t(x.f|ex.a)]

= cL(x̄) + λ×− log
[

a(i|i′, I)t(x.f|ei)
]

The cost of a partial path through the lattice LHMM via arcs x1, . . . , xj is

φ(x1, . . . , xj) =

j
∑

k=1

{cL(x̄k)− λ log [a(xk.a|xk−1.a, I)t(xk.f|exk.a)]} (4.20)

The cost of the best path to node (n, i) is given iteratively by

φ∗(n, i) = min
paths x1, . . . , x to (n, i)

φ(x1, . . . , x)

= min
(n′,i′)→(n,i)

min
x : (n′, i′) → (n, i)

[

φ∗(n′, i′) + cL′(x)
]

= min
(n′,i′)→(n,i)

min
x : (n′, i′) → (n, i)

[

φ∗(n′, i′) + cL(x̄)− λ{log a(i|i′, I)t(x.f|ei)}
]
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4.5.2 Output and pruning of the lattice
The addition of word-to-word alignment information can significantly increase the size of the
lattice, since it is possible for each target word in each hypothesis sentence to align to each
source word. For a source sentence of length I, the new lattice encoding Model 1 alignment
will have the same number of nodes but I + 1 times as many arcs. For HMM alignment, the
new lattice will have I times as many nodes and I2 times as many arcs. With some sentences
reaching 100 words in length, this can be a significant increase in the size of the lattice. We
can therefore apply pruning to the lattice as the algorithm is running, to keep the output to
a manageable size. A beam search (Aubert, 2002) used is to output at each node a lattice
containing all the paths whose costs are within a given threshold T of the best (partial) path
to that node. We remove nodes and arcs that are not on a path whose cost is within the
threshold.

4.5.2.1 Lattice alignment for Model 1

Define B(n) to be the set of arcs to n that appear on a path whose cost is within T of the
best path to n. Then

B(n) =

{

arcs x to n : φ∗(x.start) + cL(x̄)− λ log
[

1
I+1 t(x.f|ex.a)

]

< φ∗(n) + T

}

,

i.e. we consider each preceding arc, and include only those arcs that can extend a path that
keeps the cost within threshold T of the best path to n. We output the lattice containing
arcs

⋃

n ∈ LM1

B(n).

The algorithm used is as follows:

Input: Lattice L, topologically sorted with N nodes
Output: Pruned lattice containing rescored hypotheses
foreach n = 1, . . . , N do

Calculate φ∗(n);
foreach n′ → n do

foreach arc x from n′ to n do

foreach i = 0, 1, . . . , I do

c = cL(x̄)− λ log( 1
I+1 t(x.f|ei));

if φ∗(n′) + c < φ∗(n) + T then

Output arc n′ → n with cost c and input i;
end

end

end

end

end

(Note e0 = NULL)
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4.5.2.2 Lattice alignment algorithm for the HMM model

For the HMM model, the algorithm changes to take account of the fact that the dependencies
of the model are different:

Define B(n, i) to be the set of arcs to (n, i) that appear on a path whose cost is within T
of the best path to (n, i). Then

B(n, i) =

{

arcs x to (n, i) : (n′, i′) = x.start and
φ∗(n′, i′) + cL(x̄)− λ log [a(i|i′, J)t(x.f|ei)] < φ∗(n, i) + T

}

,

i.e. we consider each preceding arc, and include only those arcs that can extend a path that
keeps the cost within threshold T of the best path to (n, i). We output the lattice containing
the following arcs:

⋃

(n, i) ∈ LHMM

B(n, i).

Input: Lattice L, topologically sorted with N nodes
Output: Pruned lattice containing rescored hypotheses
foreach n = 1, . . . , N do

foreach i = 1, . . . , I do
Calculate φ∗(n, i);
foreach n′ → n do

foreach i′ = 1, . . . , I do

foreach arc x from n′ to n do

c = cL(x̄)− λ log [a(i|i′, I)t(x.f|ei)];
if φ∗(n′, i′) + c < φ∗(n, i) + T then

Output arc from (n′, i′) to (n, i) with score c;
end

end

end

end

end

end

4.5.3 Discussion of pruning method
This method of pruning has the advantage that it is guaranteed to include all paths within
the required threshold of the best path. Consider any node n, and any arc x to n that is not
on a path whose cost is within T of the best path. Then x is not in any path whose cost
is within T of the best path through n. Therefore x is not in any path through the lattice
whose cost is within T of the best path. It can however lead to some nodes that have no path
to any final state: these should be removed.

The algorithm is greedy, in that at each point it makes the locally optimum decision but
does not consider the global optimum. A disadvantage of this is that partial paths through
the lattice can be extended even if there is no path through the eventual lattice containing
them. One way of overcoming this is to compute, for each node, the cost of the best partial
path to a final state; then we can prune by considering the cost of the remainder of the partial
path.
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Model Foreign to English probability English to Foreign probability

Model 1 P(eI1, a
I
1|f

J
1 ) =

1

(J + 1)I

I
∏

i=1

t(ei|fai) P(fJ1 , a
J
1 |e

I
1) =

1

(I + 1)J

J
∏

j=1

t(fj |eaj )

Model 2 P(eI1, a
I
1|f

J
1 ) =

I
∏

i=1

a(ai|i, I, J)t(ei|fai) P(fJ1 , a
J
1 |e

I
1) =

J
∏

j=1

a(aj |j, I, J)t(fj |eaj )

HMM P(eI1, a
I
1|f

J
1 ) =

I
∏

i=1

a(ai|ai−1, J)t(ei|fai) P(fJ1 , a
J
1 |e

I
1) =

J
∏

j=1

a(aj |aj−1, I)t(fj |eaj )

Table 4.1: Probabilities of translation in both directions under Model 1, Model 2 and word-to-
word HMM

4.6 Features for lattice rescoring
The algorithms of Section 4.5 show how lattices can be created to encode alignment with
the source sentence and include Model 1 and HMM alignment model costs in addition to the
costs assigned by the translation system whose output we are rescoring. This section looks
at these costs and investigates further alignment model features that can be used, discussing
their suitability for use in lattice-based rescoring. Table 4.1 shows the sentence-to-sentence
probabilities under various alignment models in both translation directions; we examine this
to determine which components of the models are best used as features for rescoring.

The total contribution to the cost of the sentence from the Model 1 alignment probability
in the foreign to English direction is

λ×− log
1

J + 1
= λ log(J + 1). (4.21)

This is, in effect, applying a word insertion penalty dependent on the length J of the foreign
sentence, i.e. the longer the foreign sentence, the larger the penalty applied to each word of
the target sentence. This is counter-intuitive as we expect long sentences to generate long
sentences. We do not estimate the Model 1 sentence length distribution P(I|J) as it is not
needed for alignment, though this sentence length distribution would help balance this effect
if it were included. One option is to give this part of the Model 1 alignment a separate weight
that can be tuned separately, in particular the weight could be negative to encourage more
words in the hypothesis for longer source sentences. We choose to omit it altogether and rely
on a sentence length distribution as another feature.

Each arc in the lattice may occur on more than one path and some of the paths which
include a particular arc may differ in length; therefore it is difficult to use models that
depend on the hypothesis length I. This means that we have difficulty using the alignment
component 1

I+1 for the English to foreign Model 1, but this is unimportant since it would
effectively be a length penalty. Similarly we do not use the Model 2 alignment probabilities
in either direction, a(ai|i, I, J) and a(aj |j, I, J), as features. Using the English to foreign
HMM alignment probability a(aj |aj−1, I) is not possible. It is, however, possible to use the
foreign to English HMM alignment probability a(ai|ai−1, J), as well as the HMMword-to-word
translation probabilities t(f |e) and t(e|f) and Model 2 word-to-word translation probabilities.
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We add cost − log t(fx.a|x.e) on each arc, as another feature of the log-linear model. We can
then include this in the calculation of the cost of the arcs and the computation of φ∗ at each
node.

4.6.1 Lattice analogue to Viterbi alignment and full translation
probability

To find the probability P(eI1|f
J
1 ), we marginalise over all alignments aI1, i.e. we find

P(eI1|f
J
1 ) =

∑

aI1

P(eI1, a
I
1|fJ). (4.22)

In the lattice, this can be obtained by taking the sum over all paths in the log semiring, i.e.

− log P(eI1|f
J
1 ) = − log

∑

aI1

P(eI1, a
I
1|fJ)

=
⊕

aI1

− log P(eI1, a
I
1|f

J
1 ) (4.23)

where x ⊕ y = − log(e−x + e−y). In the tropical semiring, which is often used for machine
translation, x⊕ y = min(x, y); hence taking the sum over all paths gives the cost of the path
with minimal cost, i.e. we use the probability of the Viterbi alignment (Equation (3.4)) as
an approximation to the true marginal probability:

P(eI1|f
J
1 ) ≈ max

aI1

P(eI1, a
I
1|f

J
1 ) (4.24)

By projecting the lattice onto its outputs, we remove alignment information, leaving a finite
state acceptor that accepts a translation hypothesis and assigns a cost. The cost depends on
the semiring used by the acceptor: if we use the log semiring, the cost represents the sum over
all possible alignments; in the tropical semiring, the cost is that of the Viterbi alignment.

For Model 1 rescoring, determinisation leads to a lattice with exactly the same nodes
and arcs as the input, with the costs of the arcs modified to reflect rescoring. For the full
alignment

∑J
j=0 t(x.e|fj) is added to the cost of arc x; for Viterbi alignment maxj t(x.e|fj)

is added. If we have no need for the alignment information, we do not need to output the
complete extended lattice. Instead, we can simply modify the weights on the input lattice
adding the Model 1 translation cost for each arc. In this way we output a lattice that is
identical in size to the starting lattice, but has the scores on the arc updated to include the
Model 1 translation cost. Figure 4.5 shows a lattice before alignment, the same lattice with
all possible alignments shown, and the lattice again once it has been determinised in the log
semiring.

For rescoring large lattices with HMMs, it may not be practical to use the full alignment
probability, and we use the cost of Viterbi alignment to approximate the cost. Using the ⊕
operation in the tropical semiring is much more efficient, since it simply takes the minimal
cost of the path. Lattice generation can be modified to include only those arcs that will
appear on a path representing the Viterbi alignment of a hypothesis sentence, since any other
arcs will be discarded.
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Figure 4.5: The lattice alignment and rescoring process for Model 1: the original lattice (top)
is aligned with the source sentence to give all possible alignments of the original lattice and
their costs (middle); the result is determinised to give a lattice showing the total translation
cost under Model 1 (bottom).

4.7 Summary
This chapter introduces lattice-to-string alignment algorithms for the alignment of lattices
of target sentences to the source sentence, for IBM Model 1 and the word-to-word HMM.
We demonstrate an algorithm for creating another lattice that encodes the alignment and
probability of each alignment for every hypothesis sentence. This lattice can be used for
rescoring translation hypotheses using the alignment model. The method of rescoring is
determined by the semiring over which we build the lattice, so rescoring can be applied using
the Viterbi alignment or the full marginal alignment probability.

Chapter_Rescoring/Figures/lattice-before-alignment.ps
Chapter_Rescoring/Figures/lattice-after-alignment.ps
Chapter_Rescoring/Figures/lattice-after-determinization.ps


CHAPTER 5
Results of Lattice

Rescoring Experiments

5.1 Introduction
Chapter 4 introduces an algorithm for simultaneous alignment of all translation hypotheses
in a lattice with a source sentence, and discusses the use of alignment models for the rescoring
of lattices of translation hypotheses. This chapter describes experiments carried out to inves-
tigate the performance of the different methods of lattice rescoring. Results are presented for
the translation of Arabic, Chinese, French and Spanish into English.

Initial experiments were carried out using MTTK alignment models to rescore N-best
lists produced by the TTM translation system, before further experiments were carried out
using lattice-to-string alignment and lattice rescoring. Combinations of the rescoring schemes
described in Section 4.6 were investigated. Investigation was carried out into the effects
of pruning the lattice at a variety of thresholds to remove low scoring hypotheses prior to
rescoring.

These experiments were carried out using a baseline system that did not use lexical weight-
ing between the phrases in a phrase pair as a feature during translation. Since this alignment
model rescoring also makes use of lexical knowledge, further experiments were carried out to
determine whether the two methods are complementary, i.e. to determine whether rescoring
with alignment models improved over a baseline that already includes lexical information.

68
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5.2 Experimental procedure and data sets

5.2.1 Model training
This section describes how the MTTK alignment models are trained, and their extension to
cover unseen words in the test data, as well as the training of the TTM system. Details
specific to each experiment are detailed in their respective sections.

MTTK was used to train IBM Model 1 and 2 alignment models followed by a word-to-
word HMM, according to the standard MTTK training procedure described in Section 3.12.
The models were used to produce alignments of the training data and construct a phrase
pair inventory and the associated phrase translation table, as described in Section 3.10. The
TTM models were built from these systems, using the MJ-1 reordering model. For some
experiments, probability distributions within the TTM were used as features in a log-linear
model, as described in Section 2.5.1. In this case, the feature weights were optimised using
MERT on a held-out data set.

A word insertion penalty was applied to each word to control the balance between short
sentences that do not convey the required information and inserting superfluous words into
a translation. The insertion penalty was optimised for the baseline TTM model, but the
optimum insertion penalty can vary as the method of rescoring changes; hence a range of
values was investigated during rescoring. In the results given, the word insertion penalty is
multiplied by the number of words in the sentence and added to the cost; therefore a smaller
(i.e. more negative) insertion penalty reduces the cost per word and favours longer sentences.

The various rescoring schemes were evaluated by Bleu score. The 1-best translation
hypothesis under each scheme was output, and the translations of the entire test set were
evaluated against reference translations.

5.2.2 Issues in alignment model rescoring
The test data contain words that are not in the alignment model vocabulary defined by the
training data, and we modify the models to account for unseen words. We have a separate
alignment model for each translation direction, i.e. from English to foreign (where English is
viewed as the source language) and foreign to English, and both are used for rescoring, so we
extend both models in the same way. Firstly, the source and target vocabularies Vsrc,Vtgt of
the model are extended to include all the words in the test data, then we add entries to the
translation table for the new words. For out-of-vocabulary source words e ∈ Vsrc, we assume
a uniform distribution of target words, i.e. t(f |e) = 1

|Vtgt|+1 for all f ∈ Vtgt, where Vtgt is

the target language vocabulary, expanded to include the new words. For out-of-vocabulary
target words f , we assign a minimum probability t(f |e) = tmin for all e ∈ Vsrc.

If the hypothesis space is large, we may wish to apply pruning prior to rescoring the lattice.
Pruning reduces the size of the search space but may result in the removal of hypotheses that
are assigned a high cost by the original model but a much lower cost by the rescoring process,
resulting in search errors. The aim is to balance the size of the search space against the
confidence of the TTM hypotheses: if we are confident that the original TTM system will
rank good sentences highly, we can prune more aggressively without the risk of losing those
sentences. We investigate the effect of varying the threshold when pruning prior to translation.

When the HMM alignment model is trained, we need to estimate a(i|i′, I) for all values of
I and all values of 1 ≤ i, i′ ≤ I. Due to data sparsity issues (there are very few long sentences
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in training data and it would be hard to estimate the probabilities accurately), we apply
an upper limit to the length of the source sentence when training the model. For rescoring
a lattice of possible translations using an HMM alignment model to align the translation
hypotheses to the input sentence, the length of the input sentence sometimes exceeds this
limit; in this case, we back off to the costs in the original lattice produced by the translation
system and the 1-best translation hypothesis for that sentence is unchanged.

5.2.3 Evaluation data sets
The rescoring algorithms were evaluated on systems trained for the translation of four different
languages into English. The data sets used for training and evaluation are as follows:

• NIST Arabic to English translation: The alignment models were trained on the
News subset of the NIST 2005 large data track Arabic-English parallel text. The TTM
models were built using phrases extracted from the complete NIST Arabic-English par-
allel text, which was aligned using the MTTK models above. The system was tested on
the NIST eval03 and eval04 data sets, which contain 663 and 1353 sentences respec-
tively. The language model used was the Cambridge University Engineering Depart-
ment/Johns Hopkins University 2005 4-gram language model, which is an interpolated
Kneser-Ney 4-gram language model trained on the AFP and Xinhua subsets of the LDC
Gigaword corpus (Graff et al., 2005) and the English side of the parallel text.

• NIST Chinese to English translation: Alignment models were trained on the par-
allel text allowed for the NIST 2005 Chinese-English evaluation, and used to produce
alignments on this parallel text. A TTM system was built on these alignments and
tests were carried out using the eval03 data set for this evaluation, which contains 919
sentences. As for Arabic, the language model was trained on the AFP and Xinhua
subsets of the LDC Gigaword corpus and the English side of the parallel text.

• Europarl French to English translation: The Europarl corpus is a corpus of parallel
text in 11 languages collected from the proceedings of the European Parliament. At the
time of these experiments, the corpus contained about 30 million words in each of the
official languages of the European Union (Koehn, 2005).

The Europarl French and English parallel texts allowed for the North American Associ-
ation of Computational Linguistics (NAACL) 2006 Workshop on Machine Translation
shared task on exploiting parallel texts for statistical machine translation (Koehn and
Monz, 2006) were used to train models. The data used for rescoring experiments was
the 2006 development test set of the shared task. This is a collection of 2000 sentences
taken from the Europarl corpus but not included in the training data. The language
model used was a trigram language model provided with the collection.

• TC-STAR Spanish to English translation: Alignment models were trained on
the parallel text allowed for the TC-STAR 2006 evaluation, and a TTM system was
initialised from the resulting word-aligned parallel text. Model 1 was used to rescore
lattices of translation hypotheses produced for the TC-STAR test set, which contains
1452 sentences. The language model used was a 4-gram model with Kneser-Ney smooth-
ing trained on the English portion of the parallel text.

See Table A.1 for a summary of the parallel text used for training.
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5.3 N-best list rescoring with alignment models
We begin our investigation of alignment model re-ranking by using alignment models for
rescoring N-best lists of hypotheses. For each sentence to be translated, the TTM was used
to produce a lattice of English translation hypotheses, and the best scoring 1000 hypotheses
were extracted. These hypotheses were then aligned with the corresponding foreign sentence
and the costs recalculated before the best hypothesis for each source sentence was placed in
a translated data set to be compared against the references. Results are compared against
a baseline formed by taking the 1-best hypothesis from the original TTM lattice for each
sentence in the test set.

In the following sections, we use the notation E-F to denote models where the foreign
sentence is viewed as being generated from the English sentence and F-E to denote models
where the English sentence is generated from the foreign sentence. In all cases we are trans-
lating into English; hence English is the output language and the foreign sentences are in the
input language.

5.3.1 Rescoring of Arabic-English translation
The baseline system uses the decision rule described in Chapter 2:

ê = argmax
e

PLM(e)PTTM(f |e), (5.1)

where PLM(e) is the language model probability of output sentence e and PTTM(f |e) is the
probability assigned by the TTM system to generating input sentence f from output sentence
e. We investigated a number of different methods for combining costs for rescoring of the
translation hypotheses. Firstly, the TTM translation score was replaced by the MTTK trans-
lation score, i.e. the probability of sentence e is then PLM(e)PMTTK(f |e), where PMTTK(f |e)
is the probability of generating f from e under the MTTK alignment model (this is equivalent
to using a log-linear model with features PLM(e), PMTTK(f |e) and uniform feature weights).
All MTTK alignment models were tested: Model 1; Model 2; word-to-word HMM; word-to-
phrase HMMs with maximum phrase lengths 2, 3, 4 and finally word-to-phrase model with
maximum phrase length 4 and bigram translation table. Figures 5.1 and 5.2 show the results
on the NIST Arabic-English eval03 and eval04 data sets respectively. Overall, we see that
rescoring provides an improvement in translation quality over the baseline system for a range
of word insertion penalties, with gains of at least 1 Bleu point for the best-performing mod-
els. The results for the more complex word-to-phrase HMMs are similar to, and follow the
same patterns as, the word-to-word HMM, so they are omitted for simplicity.

This score making use of the alignment models in the English to Arabic direction cannot be
calculated using the lattice rescoring algorithm developed in Section 4.5, due to the difficulty
of dealing with each arc appearing of paths of differing length. An alternative is to replace
the translation cost with that of the alignment model in the opposite direction, leading to
decision rule ê = argmaxe PLM(e)PMTTK(e|f). While the computation of PMTTK(e|f) is no
easier with N-best lists, the lattice alignments later rely on the computation in this direction
providing hypotheses with improved translation quality. Figures 5.3 and 5.4 show the results
on the NIST Arabic-English eval03 and eval04 data sets respectively. Again we see that
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Figure 5.1: N-best rescoring for Arabic-English eval03 data set, replacing transla-
tion model probability with Arabic-English alignment model probability. We maximise
PLM(e)PMTTK(f |e).

Figure 5.2: N-best rescoring for Arabic-English eval04 data set, replacing transla-
tion model probability with Arabic-English alignment model probability. We maximise
PLM(e)PMTTK(f |e).

Chapter_Rescoring/Figures/eval03_noTTM_e2f.ps
Chapter_Rescoring/Figures/eval04_noTTM_e2f.ps
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Figure 5.3: N-best rescoring for Arabic-English eval03 data set, replacing transla-
tion model probability with English-Arabic alignment model probability. We maximise
PLM(e)PMTTK(e|f).

Figure 5.4: N-best rescoring for Arabic-English eval04 data set, replacing transla-
tion model probability with English-Arabic alignment model probability. We maximise
PLM(e)PMTTK(e|f).

Chapter_Rescoring/Figures/eval03_noTTM_f2e.ps
Chapter_Rescoring/Figures/eval04_noTTM_f2e.ps


CHAPTER 5. RESULTS OF LATTICE RESCORING EXPERIMENTS 74

Figure 5.5: N-best list rescoring of the Arabic-English eval03 data set, maximising
PLM(e)PTTM(f |e)PMTTK(e|f).

rescoring leads to an increase in translation quality, and the Bleu score using the Arabic-
English alignment models is comparable with that obtained obtained using the English-Arabic
model.

Ideally, we would like to retain information from as many informative features as possible
when determining the best sentence; therefore we would like to include the TTM translation
probability in addition to the MTTK probability. The effect of retaining the full TTM score
was then investigated, i.e. the decision rule becomes

ê = argmax
e

PLM(e)PTTM(f |e)PMTTK(e|f). (5.2)

Figures 5.5 and 5.6 show the results on the Arabic-English eval03 and eval04 data sets. We
see that this strategy is the best performing so far, with an increase in Bleu score of over
2 points on the eval03 set. This is a significant gain in translation quality, without the use
of more training data or the training of more models. Note that this approach is not simply
gaining Bleu score by adjusting the word insertion penalty: by varying the insertion penalty
for each translation score, we can see that the maximum value of Bleu for the baseline system
falls significantly below that achieved through rescoring. We would expect rescoring using the
more sophisticated HMMs to lead to improved translation quality, since the models should
determine the alignment between the sentences more accurately; however, our results show
this not to be the case.

Chapter_Rescoring/Figures/eval03_TTM_f2e.ps
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Figure 5.6: N-best list rescoring of the Arabic-English eval04 data set, maximising
PLM(e)PTTM(f |e)PMTTK(e|f).

5.4 Comparison of lattice rescoring with N-best
rescoring

We now move on to look at rescoring a complete lattice of translation hypotheses rather than
taking an N-best list. Lattices of translation hypotheses were generated using the TTM and
rescoring was carried out as described in Section 4.5, using the lattice alignment algorithms for
Model 1 and the MTTK word-to-word translation HMM model. As discussed in Section 4.6,
it is difficult to include the Model 2 score in lattice-based rescoring: due to this difficulty, and
the fact that it does not perform significantly differently to Model 1 for N-best list rescoring,
it is not used for lattice rescoring.

The baseline figure for a given insertion penalty is obtained by applying the insertion
penalty to the lattice and selecting the best path. In this way we can see how the algorithms
behave as the word insertion penalty varies. For all lattice rescoring experiments, we use
the rescoring scheme that has worked most effectively for the N-best lists, i.e. we use the
MTTK foreign to English alignment score in addition to the complete TTM score. We use
the tropical semiring, i.e. the cost assigned to a hypothesis by the model corresponds to that
of the Viterbi alignment.

A range of pruning thresholds was tested: a pruning threshold too small results in too few
hypotheses being present in the lattice for the rescoring to have a significant effect, due to the
fact that the majority of hypotheses that would rank highly under the rescoring scheme are
removed from the lattice; such results are not presented. Figures 5.7 and 5.8 show the effect
of lattice rescoring using Model 1 and HMM alignment models for the eval03 test set. We see
the same patterns for rescoring the eval04 test set: see Figure 5.9 shows the performance of

Chapter_Rescoring/Figures/eval04_TTM_f2e.ps
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Figure 5.7: Results of lattice rescoring of Arabic-English eval03 translations using Model 1
with a range of pruning thresholds.

Model 1 on this data set. Lattice rescoring produces translations at least as good as N-best
list rescoring, since all the hypotheses from the N-best list are included in the lattice.

The best scoring combinations of parameters result in significant gains over the baseline:
for both data sets, Model 1 produces gains of almost 3 Bleu points if the parameters are
adjusted correctly.

5.4.1 Effect of pruning
Pruning of the lattice prior to rescoring removes hypotheses assigned a low probability by
the baseline system and can significantly reduce the size of the lattice, which increases the
speed of rescoring. The smaller the pruning threshold, the fewer translation hypotheses
will remain in the lattice. However, the removal of too many hypotheses may cause search
errors, so we balance the desire for small lattices and fast rescoring with the need to retain
sufficient sentences that may rank highly after rescoring with the alignment models. N-best
list rescoring is also a method of reducing the search space, although lattices corresponding
to N-best lists are generally larger; therefore pruning is preferred.

Pruning with a threshold of 2 gives approximately the same performance as 1000-best
rescoring. Note that a pruning threshold of 6 produces almost the same result as using no
pruning threshold. This indicates that pruning can be applied without adversely affecting
results. In fact, it appears that rescoring can increase the score of some of the worst hypotheses
and pruning them prior to rescoring can make a small improvement to the Bleu score. We
use a pruning threshold of 6 for remaining experiments. Table 5.1 shows a summary of the
performance of the rescoring experiments on the Arabic-English translation task. All models
include a language model feature PLM(e) in addition to:

Chapter_Rescoring/Figures/eval03_m1_lat.ps


CHAPTER 5. RESULTS OF LATTICE RESCORING EXPERIMENTS 77

Figure 5.8: Results of lattice rescoring of Arabic-English eval03 translations using the word-
to-word HMM model with a range of pruning thresholds.

Figure 5.9: Results of lattice rescoring of Arabic-English eval04 translations using Model 1
with a range of pruning thresholds.

Chapter_Rescoring/Figures/eval03_hmm_lat.ps
Chapter_Rescoring/Figures/eval04_m1_lat.ps
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Model Features Bleu score

eval03 eval04

Baseline (i) 48.83 42.99

Model 1

(ii) 49.79 43.60
(iii) 50.49 44.27
(iv) 50.08 44.41
(v) 51.47 45.06
(vi) 51.83 45.98

HMM

(ii) 50.46 44.37
(iii) 50.07 44.41
(iv) 50.23 44.58
(v) 50.86 45.20
(vi) 50.69 46.02

Table 5.1: Summary of rescoring experiments for Arabic to English translation.

(i) TTM translation model, PTTM(f |e)

(ii) MTTK English to Arabic translation model, PMTTK(f |e)

(iii) MTTK Arabic to English translation model, PMTTK(e|f)

(iv) TTM model PTTM(f |e); MTTK English to Arabic translation model, PMTTK(f |e)

(v) TTM model PTTM(f |e); MTTK Arabic to English translation model, PMTTK(e|f)

(vi) TTM model PTTM(f |e); MTTK Arabic to English translation model, PMTTK(e|f); lat-
tice rescoring with pruning threshold 6.

We see that the lattice rescoring with Model 1 in the Arabic to English direction, retaining
the TTM translation score as a feature, performs best overall (though it is 0.04 Bleu points
lower than rescoring using the HMM for the eval04 set).

5.5 Lattice rescoring for multiple languages
The results for Arabic to English translation show that the rescoring algorithms developed
yield improvements in translation performance, and we seek to verify the improvements gener-
alise to different data in different languages. We applied the Model 1 and HMM lattice rescor-
ing algorithms to re-rank a lattice of translation hypotheses for French to English translation
of the Europarl devtest set. We obtain gains of almost 2 Bleu points over the baseline score.
Again, Model 1 performs better than the HMM model. Pruning was necessary for some of the
lattices here in order that they could be determinised: fortunately previous results indicate
that this should not adversely affect the quality of the results. Figure 5.10 shows the results
of rescoring a lattice of hypotheses for the Europarl devtest set with Model 1.

Table 5.2 shows the result of lattice rescoring for a number of systems translating four
different languages to English. We include results for the Chinese to English eval04 data
set and the TC-STAR Spanish to English test set in addition to the languages previously
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Figure 5.10: Lattice rescoring of Europarl translation lattices using Model 1 with a range of
pruning thresholds. The baseline is the Bleu score obtained by using 1-best score from the
TTM lattice.

Language pair Test set
Bleu score

Baseline Model 1 HMM

Arabic-English
eval03∗ 48.83 51.83 50.90
eval04∗ 42.99 46.02 46.04

Chinese-English eval03∗ 29.50 31.21 30.58

French-English

devtest∗ 28.04 29.90 29.26
devtest (MERT iteration 1) 29.16 30.67 30.04
devtest (MERT iteration 2) 29.78 30.81 29.67
test (MERT iteration 2) 29.23 30.13 29.17
test out-of-domain (MERT it. 2) 20.82 21.63 20.84

Spanish-English TC-STAR 2006 test 46.15 47.29 –

Table 5.2: Rescoring of lattices of translation hypotheses using Model 1 and word-to-word
HMM alignment models

tested. In each case, we obtain an increases in Bleu score when rescoring with Model 1
and the word-to-word HMM, though Model 1 gives a larger increase. The systems marked
with a ∗ use a baseline with the standard TTM model with uniform feature weights, whereas
the others use a system where the TTM is formulated as a log-linear model (as described in
Section 2.5.1) and the feature weights have been trained using MERT. We see that the gains
in translation quality are present even with a baseline that has been improved due to MERT.
In most cases, we see an improvement of at least 1 Bleu point as a result of lattice rescoring,
and there is also improvement on the out-of-domain test data.

As mentioned in Section 4.6, the Model 1 alignment component 1
J+1 effectively acts as a

Chapter_Rescoring/Figures/europarl_model1.ps
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word insertion penalty. A comparison between using this cost as part of the Model 1 rescoring
process and omitting it was carried out: as expected, the result was almost identical except
it yielded a different optimum insertion penalty.

5.6 Lexical weighting of phrase pairs
Many machine translation systems (Chiang, 2005; Koehn, 2004) use alignment models for
lexical weighting of phrase pairs, a technique introduced by Koehn et al. (2003). Instead of
using just a phrase-to-phrase translation probability determined by co-occurrence counts of
the phrases in the parallel text, word-to-word translation probabilities of the words within
the phrases are used to determine how well one phrase translates to another. For a phrase
pair (v = fL1 , u = eK1 ) and an alignment A between them, a lexical weight is computed by
finding

Pw(v|u,A) =
L
∏

j=1

1

|i : (i, j) ∈ A|

∑

(i,j)∈A

t(fj |ei), (5.3)

where t(fj |ei) is the word-to-word translation probability obtained from the alignment model.
For a phrase pair with more than one alignment, the lexical weight is taken to be that of the
alignment with the highest weight:

Pw(v|u) = max
A

Pw(v|u,A). (5.4)

This lexical weight is used as a feature in the log-linear model of translation. Our baseline
system did not use this lexical weighting at the time of these experiments.

The alignment models are not used for reordering of hypothesis sentences; they are re-
stricted to rescoring sentences that have been produced by the basic distortion model within
the translation system. This means that the more sophisticated models of alignment will not
lead to improved order in the output sentences unless the distortion model is capable of gen-
erating those reorderings. Therefore it is possible that the rescoring process simply captures
lexical information in a different way to the lexical weighting of phrase pairs. There could
be advantages to either approach: using phrase-to-phrase weights can help the phrases in a
phrase pair to be good translations of each other, while using alignment models to rescore
the entire sentence means that a phrase will be preferred if related words occur in a different
phrase pair.

Simple experiments were carried out to see if the two approaches are complementary, i.e.
whether the use of both features can improve the quality of translation more than using one
feature alone. The translation system for the WMT 10 French-English evaluation, described in
Chapter 9, was used to produce lattices of translation hypotheses for rescoring with alignment
models. Experiments were carried out on the Tune and Test sets for this evaluation; these
contain 2051 and 2525 sentences respectively. The baseline system includes features for lexical
weighting of rule pairs; we aim to find suitable weights for the alignment model scores so that
rescoring of the lattices leads to gains in translation quality.

The lattices from the translation system were rescored using Model 1 and HMM alignment
models. For Model 1, a parameter sweep was carried out to determine the best weight
for the alignment model translation probability while the weight for the 1

I+1 component of
the alignment probability was kept at zero; for the HMM, the weights of the translation
probability t(e|f) and alignment component a(j|j′, J) were both varied.
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The alignment model rescoring did not improve the Bleu score of the resulting lattice for
any feature weights and actually degraded the baseline system. From these results, it appears
that the inclusion of alignment model rescoring does not improve translation quality for a
sufficiently good baseline system with lexical weighting of phrase-to-phrase translation rules.
However, it is possible that full integration of the rescoring into MERT may provide gains,
since the use of alignment models in this way can account for lexical dependencies between
phrases.

5.7 Discussion
The alignment model of the baseline translation system is weak since it has been simplified
in order for it to be computationally feasible to use it in decoding (see Section 2.5 for a
discussion of the distortion models used during translation). The phrase translation model is
also inaccurate as the translation table is simply estimated by counting phrases that co-occur
in sentence pairs in the parallel text (see Section 3.10.3 for a description of how the phrase-
to-phrase translation probabilities are obtained), rather than estimating the phrase-to-phrase
translation probabilities in a more sophisticated way. Including the alignment models in
lattice-based or N-best list rescoring is a way of addressing this problem.

The MTTK and TTM models are complementary in that both of them provide indepen-
dent information, and combining the word level information of the MTTK models with the
phrase information of the TTM model produces gains in translation quality. By applying the
improved MTTK translation models with better alignment to the search space generated by
the TTM, we produce sentence hypotheses that score higher under the Bleu metric.

The performance of lattice rescoring at least matches that of N-best list rescoring, and in
some cases exceeds it. This is because lattice alignment is able to efficiently align a greater
proportion of the translation hypotheses (all of the hypotheses in most cases) and suffers from
fewer search errors. A further benefit of lattice alignment is that it is quicker. The lattice
rescoring algorithm was tested with a number of systems in four different languages, and
rescoring produced gains in Bleu score for every language pair tested. Therefore, it should
also generalise to be effective for other language pairs. Lattice rescoring was included in the
Cambridge University Engineering Department system for the NIST 08 Arabic-to-English
translation evaluation (Blackwood et al., 2009). Since these algorithms take a lattice as input
and output a lattice, they can be used as an intermediate step prior to further rescoring, or
additional lattice-based post-processing such as MBR or system combination.

Model 1 generally performs better than the word-to-word HMM, even though it is essen-
tially a lexical weighting for the sentences based on how often (English, foreign) word pairs
have co-occurred in training data. We would expect the performance to increase as the com-
plexity of the models increased, since the more complex models with more parameters should
be able to model the data better. In particular, Model 1 has a uniform alignment model, so
no information about alignment is used in the rescoring and we would expect the HMM to be
able to model the alignment much better and therefore provide a more accurate translation
score. We know that the word-to-word HMM model represents the alignments of the training
data far better than Model 1, and translation systems initialised from the HMM alignments
perform much better, so it is perhaps surprising that it fails to perform as well for rescoring.

Although all of these experiments showed improvement in Bleu score as a result of lat-
tice rescoring, it appears to lose its effectiveness when additional rescoring techniques are
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used. Blackwood et al. (2008b) introduce phrasal segmentation models for lattice rescoring
and perform further rescoring with a 5-gram language model. Although alignment models
should, in theory, capture complementary information to both of these, rescoring with Model
1 no longer results in gains in Bleu score, whether it is used before or after the phrasal
segmentation model and language model are applied.

The rescoring procedure also appears to lose its effectiveness when used with a baseline
system that uses lexical weighting for phrase-to-phrase translation probabilities. It appears
that these two features capture approximately the same information and are not complemen-
tary.

5.8 Future work
Model 1 word-to-word translation probabilities are used as a feature in some log-linear trans-
lation systems, such as the RWTH Aachen system (Bender et al., 2007), where they are used
on an N-best list. The work presented here allows the translation probabilities to be used
with lattices of translation hypotheses as well as N-best lists, and Model 1 rescoring need not
alter the structure of the lattice. It also allows for the use of HMM models in lattice rescoring.

Recent developments in discriminative training for machine translation allow the use of
many features and effective estimation of the corresponding weights in the log-linear model
(Chiang et al., 2009). Model 1 translation probabilities in both directions can be used as
features in log-linear models. The models are generated during the training process, so
there is no additional computation required for their calculation and they can be added with
relatively little effort. In particular, Model 1 rescoring can be modified so that it does not
increase the structure of the lattice. The integration of Model 1 scores into a log-linear model
and their inclusion in discriminative training may therefore yield results.

The HMM model can be used in addition as it may provide complementary information:
in particular, the alignment component of the model may prove useful if added as a feature in
its own right and the weight appropriately tuned. Improved discriminative alignment models
presented in Chapter 6 and context-dependent alignment models presented in Chapter 8 can
also be added as features in a log-linear model in this way.



CHAPTER 6
Discriminative Training of

Alignment Models

6.1 Introduction
Discriminative training is a technique that has been shown to work well for the training
of acoustic models in ASR (Valtchev et al., 1997; Woodland and Povey, 2002). Rather than
maximising the probability of an acoustic observation given its word sequence as occurs during
EM training, the model is trained to maximise the probability of the correct word sequence
given an observation while reducing the probability of competing, incorrect hypotheses. The
main application of discriminative training to machine translation has been for the tuning of
small numbers of feature weights in a translation system (Och, 2003), though some work has
been done to adopt a similar approach to alignment modelling (Fraser and Marcu, 2006b;
Taskar et al., 2005).

We take inspiration from ASR and aim to discriminatively re-estimate large numbers
of model parameters to increase the probability of correct alignments while reducing the
probability of incorrect alignments. We do this with the aid of corpora of manually aligned
parallel text that have been annotated with correct alignment links.

This chapter introduces discriminative training for some of the statistical alignment mod-
els described in Chapter 3. We describe modifications to the training process for Model 1
and the word-to-word HMM alignment model for training by Maximum Mutual Informa-
tion Estimation (MMIE). We begin by discussing previous work on discriminative training
for alignment modelling, along with the differences in the approach presented in this thesis.

83
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Then the algorithm itself is presented, along with a discussion of the issues we face during
parameter estimation.

6.2 Previous and related work
There have been a number of previous papers that deal with discriminative training of align-
ment models. Berger et al. (1996) were the first to do so: they use their discriminative model
to perform alignment, in addition to using it for translation.

Fraser and Marcu (2006b) introduce semi-supervised training of alignment models that
alternate an Expectation Maximisation step on a large training corpus and a discriminative
training step on a smaller manually-aligned sub-corpus. Similar to the discriminative approach
to machine translation described in Section 2.1, the alignment model is viewed as a log-linear
model composed of features hm with feature weights λm. Then the probability of alignment
a of f with e is given by

PΛ(f ,a|e) =
exp(

∑M
m=1 λmhm(a, f , e))

∑

f ′

∑

a′ exp(
∑M

m=1 λmhm(a′, f ′, e))

=
exp(ΛTh(a, f , e))

∑

f ′

∑

a′ exp(ΛTh(a′, f ′, e))
. (6.1)

The IBM Model 4, described in Section 3.3.5, is decomposed into the following sub-models,
(the log of) each of which is used given a weight and used as a feature in a log-linear model:

• word-to-word translation probabilities, t(f |e);

• fertility probabilities φ(e), governing how many words are generated from source word
e;

• distortion probabilities, determining the placement of words in target phrase.

An additional 11 features are added, including translation tables from combinations of align-
ments in both alignment directions, translation tables using approximate stems, backoff fer-
tility probabilities and penalties for unaligned words in each language. The algorithm used is
known as EMD, since there is an expectation (E) step where counts are collected, a maximi-
sation (M) step where the counts are used as in standard EM to train the sub-models, and a
discriminative (D) step which optimises the weight vector Λ.

Taskar et al. (2005) present a purely discriminative matching approach to word alignment,
where none of the features are derived from a generative model. Each pair of words (ei, fj) in
a sentence pair (e, f) is associated with a score sij(e, f) reflecting the desirability of aligning
ei with fj . The alignment predicted by the model is then the highest scoring match subject
to some constraints. Linear programming techniques are used to find weights Λ such that a
loss function, which penalises incorrect alignments, is minimised. The principal feature used
is the Dice coefficient (Dice, 1945) to measure the co-occurrence of e and f in training data:

Dice(e, f) =
2c(e, f)

c(e) + c(f)
, (6.2)

where c(e) is the number of times e occurs, c(f) is the number of times f occurs and c(e, f)
is the number of times they co-occur in a sentence pair. Other features include distance
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features to penalise long distance links, an edge penalty to favour high precision alignments
and word similarity features for cognates (words with a common etymological origin that are
similar in the two languages being aligned). The dependency between alignment positions is
not modelled explicitly as it is in the HMM, but the Dice coefficient of the following word
pair is used so that words whose following words co-occur frequently are more likely to align
themselves. A word frequency feature equal to the difference in log rank between the words
discourages common words from translating to rare ones. Performance of these features alone
is reasonable, but adding Model 4 alignments as features gave a 22% improvement over the
Model 4 alignments alone. One potential advantage is that they do not use alignment models
in both directions, avoiding the need for symmetrisation. However, only one-to-one alignments
are permitted, which does not reflect real alignments.

Blunsom and Cohn (2006) use conditional random fields to estimate discriminative align-
ment probabilities from word-aligned training data. Rather than optimising Λ to maximise
the log probability of the training data, they define a prior distribution P(Λ) and find the
maximum a posteriori (MAP) estimate to reduce over-fitting to the training data:

ΛMAP = argmax
Λ

PΛ(D)P(Λ), (6.3)

where D = {âs, fs, es}
S′

s=1 is the word-aligned training data. They use features similar to
Taskar et al. (2005) but use a separate model for each translation direction and allow many-
to-one alignments. In addition to the Dice coefficient, translation probabilities from IBM
Model 1 are used, as are part-of-speech tags and a bilingual dictionary. Markov features to
model the monotonic tendencies of alignments, similar to those used by the HMM model, are
used. Neither Taskar et al. (2005) nor Blunsom and Cohn (2006) evaluate their alignment
models by building translation systems from those alignments, evaluating solely using AER
on a held-out set of manually aligned data.

Lambert et al. (2007) form a discriminative model of alignment, using two features to pe-
nalise unlinked words, a link bonus, word and part-of-speech association models, two features
to penalise crossing links, a penalty against links that prevent phrase pairs being extracted.
They do not use reference alignments to tune the feature weights: instead, translation of a
development set is carried out at each iteration of training and the feature weights λm are
varied to maximise the translation quality of an MT system initialised on the alignment out-
put by the model. This avoids the need for manual alignments, and removes the problem of
finding an alignment metric that correlates well with translation quality. However, the size
of the training corpus is severely limited, since the whole corpus must be aligned at each
iteration of discriminative training and the algorithm used takes 80 iterations to converge.
With some of our alignment models taking 60 hours of processor time per iteration on large
corpora, it would not be feasible to perform this kind of training on large data sets.

Varea et al. (2002) use discriminative training to determine the weights of features that
incorporate context by testing for the presence of words within a window. In contrast with
the other methods which use global feature weights, the weights here are estimated separately
for each source word e, subject to its occurring sufficiently frequently in the training data,
which means we have a separate discriminative translation model for each source word.

All of these previous approaches used discriminative techniques to tune only a small
number of feature weights within a log-linear model. The approach presented here differs in
that a large number of the model parameters, including word-to-word translation probabilities
and alignment probabilities, are discriminatively re-estimated with the aim of moving the
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alignments produced by the models closer to those produced manually. The initial steps
of training are unsupervised using EM on the full parallel text training data, but we use
manual alignments of a smaller data set for supervised training once unsupervised training
is complete. The idea is that we make use of the manual alignments to sharpen the models,
but retain information from the complete parallel text for which no manual alignments are
available. The approach presented here has more in common with work on discriminative
training carried out for Automatic Speech Recognition, where the HMM acoustic model is
refined using discriminative methods with sequences of labelled phones.

6.3 Introducing MMIE training for alignment models
The MTTK models described in Chapter 3 are trained by Maximum Likelihood Estimation
(MLE), in which we estimate the model parameters in order to maximise the likelihood of
the training data. Given a parallel text sentence pair (f , e), we vary the parameters θ of the
model during MLE to maximise

log Pθ(f |e) =
∑

alignments a

Pθ(f ,a|e). (6.4)

The training corpus is made up of multiple sentence pairs: write E = {e1, . . . , eS} and
F = {f1, . . . , fS} for the source and target parallel text sentences respectively. We assume that
the sentence pairs are independent and estimate θ to maximise the probability of generating
the target sentences given the source sentences:

P(F |E) =

S
∏

s=1

Pθ(fs|es) =
S
∏

s=1

∑

a

Pθ(fs,a|es). (6.5)

We now describe how discriminative training can be used to refine the models after max-
imum likelihood estimation. For some sentences of the training data, we have a human-
produced alignment â between the parallel text sentences f , e, and we wish to use this infor-
mation to improve the overall quality of alignment. Assume that we have manual alignments
âS1 for S′ sentence pairs {(f1, e1), . . . (fS′ , eS′)}. Our objective is then to improve our alignment
model so that it produces the correct alignment for as many of these sentences as possible, and
we seek to maximise the probability of this correct alignment while reducing the probability
of incorrect alignments that are possible under the models.

We define the mutual information of the target sentence f and alignment a given the
source sentence e as

Iθ(a|e, f |e) =
Pθ(a, f |e)

Pθ(f |e)Pθ(a|e)
(6.6)

During maximum mutual information estimation (MMIE), we aim to maximise this quantity.
The rationale behind this is that by maximising the mutual information, we minimise the
information needed to specify a when the target sentence f is known.

For a reference sentence-level alignment â to be correctly predicted by the model, we
require P(â|f , e) > P(a|f , e) for all alignments a 6= â. Motivated by the work carried out
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by Normandin (1996) for speech recognition, we aim to modify the model parameters θ to
maximise Pθ(a|f , e) on average over the training corpus. Now

Pθ(â|f , e) =
Pθ(â, f |e)

Pθ(f |e)

=
Pθ(â, f |e)

∑

a
Pθ(a, f |e)

(6.7)

The quantity we therefore wish to maximise over the training corpus is:

S′
∏

s=1

Pθ(âs, fs|es)
∑

a
Pθ(a, fs|es)

. (6.8)

We define the objective function F to be the log of this, i.e.

F =
S′
∑

s=1

log
Pθ(âs, fs|es)
∑

a
Pθ(a, fs|es)

(6.9)

For simplicity of notation, we introduce a “general” model which has a probability distribution
Pg equal to the sum over all alignments, hence our objective function can be written

F =
S′
∑

s=1

log
Pθ(âs, fs|es)

Pg(fs|es)
(6.10)

Maximisation of our objective function is technically conditional maximum likelihood
estimation (CMLE) (Nadas, 1983) since it lacks the Pθ(a|e) term in the denominator of
Equation (6.7). However, CMLE is often referred to as MMIE in speech recognition literature,
and we follow this convention here; hence, we refer to our model training procedure as MMIE.

6.3.1 Parameter estimation
Estimation of parameters using MMIE is more complex than with MLE. There are no closed-
form re-estimation formulae, so a common solution is to use gradient descent. Parameter
estimation by gradient descent should, with a sufficiently small step size, converge to a local
maximum of the objective function. The problem with this is we do not want to use a small
step size as this results in slow convergence requiring a large number of iterations, which
we cannot afford due to the computational complexity of each iteration. For this reason,
research has been carried out into alternative parameter re-estimation algorithms for MMIE.
We present a principled alternative to gradient methods based on mathematically-proven
methods for optimising rational functions, which have been shown experimentally to require
fewer iterations than gradient descent.

The Baum-Eagon inequality (Baum and Eagon, 1967) provides an effective iterative pro-
cedure for finding a local maximum of a homogeneous polynomial with positive coefficients.
Gopalakrishnan et al. (1991) extend this to rational functions, which allows us to find a local
maximum of the objective function F . Gopalakrishnan et al. (1989) propose the following
re-estimation formula for the translation probabilities tf,e = t(f |e):

t̂f,e =
tf,e

(

∂F
∂tf,e

+D
)

∑

f ′∈Vtgt
tf ′,e

(

∂F
∂tf ′,e

+D
) , (6.11)
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where D is a constant to be determined and the sum in the denominator is taken over all
words f ′ in the target vocabulary Vtgt.

This update procedure has been shown to work for parameter estimation of HMMs for ASR
(Valtchev et al., 1997; Woodland and Povey, 2002). Although the models used for alignment
in SMT are different, the principle behind what we want to do remains the same. In ASR
we try to increase the probability of the correct word sequence given the acoustic data at
the expense of competing, incorrect word sequences; for alignment models we aim to increase
the posterior probability of the correct alignment, while driving down the probabilities of
incorrect alignments competing for probability mass.

It is likely that the data for which we have manual alignments will be a subset of the full
data used to train the model, and there will be words that occur in the full data that do
not appear in the manually-aligned subset. It is worth noting that the update rule does not
change the translation probability associated with unseen source words e, since ∂F

∂tf,e
= 0 for

all f , hence

t̂f,e =
tf,e (0 +D)

∑

f ′ tf ′,e (0 +D)
=

Dtf,e

D
∑

f ′ tf ′,e

= tf,e (6.12)

For target words f not occurring in the manually-aligned training data, some of the probability
mass assigned to that word will be re-assigned to other words that do occur. The translation
probability is updated according to

t̂f,e =
tf,e (0 +D)

∑

f ′ tf ′,e

(

∂F
∂tf ′,e

+D
) =

D
∑

f ′ tf ′,e
∂F

∂tf ′,e
+D

tf,e (6.13)

6.3.2 Controlling speed of convergence
The speed of convergence is affected by the constantD in Equation (6.11): the larger the value
of D, the less t̂f,e differs from tf,e. A small value of D results in faster convergence but can
result in oscillation of the parameters (Gopalakrishnan et al., 1989), or negative probabilities
being assigned in the case of our models.

It can be proven that an update rule of this form will converge to a local optimum for a
sufficiently large value of D (Gopalakrishnan et al., 1991). In practice, though, this value of
D is computationally expensive to determine. It can be shown that there is a value Dmin such
that the parameter update is guaranteed to increase the objective function for all D ≥ Dmin

(Gopalakrishnan et al., 1989); however, Dmin is so large that convergence is slow and the
procedure is impractical (Normandin, 1991).

Gopalakrishnan et al. (1989) report that using a smaller value of D produces fast conver-
gence, but that convergence is not theoretically proven. These authors use

D = max

{

max
f,e

(

−
∂F

∂tf,e

)

, 0

}

+ ǫ, (6.14)

where ǫ is a small positive constant. This ensures that ∂F
∂tf,e

+D is positive for all f, e, since

D > −
∂F

∂tf,e
=⇒

∂F

∂tf,e
+D > 0 for

∂F

∂tf,e
< 0; (6.15)

D > 0 =⇒
∂F

∂tf,e
+D > 0 for

∂F

∂tf,e
> 0. (6.16)
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Importantly, this ensures all probabilities estimated are positive in this case. Normandin
(1996) finds that this value of D consistently produces convergence but that convergence is
too slow to be useful.

Further modifications have been tried to improve further the speed of convergence and
reduce the number of iterations of training required. Parameters that have little data on
which to be trained are likely to be unreliably estimated; additionally, for probabilities close
to zero, small changes in their value can cause a large change in the gradient, which reduces
the efficiency of a gradient search. One approach to avoiding this problem is to scale each
component of the gradient ∂F

∂tf,e
depending on how often the source word e occurs: this can

be done with the use of a scaling factor (Normandin, 1996)

s(e, f) =
ce(f) + ce,g(f)

∑

f ′ ce(f ′) + ce,g(f ′)
, (6.17)

where ce(f) is the count of f being emitted from e in the reference alignment and ce,g(f) is the
count from the general model. We can also replace the partial derivative by an approximation;
this was found to be the fastest converging method by Merialdo (1988):

∂F

∂tf,e
≈

ce(f)
∑

f ′ ce(f ′)
−

ce,g(f)
∑

f ′ ce,g(f ′)
. (6.18)

Valtchev et al. (1997) use MMIE for optimising parameters of HMMs for speech recog-
nition, and use a lower bound on D that keeps the variances of the Gaussian distributions
positive. They compare the use of a global constant with the use of phone-specific constants,
and the convergence rate was two or more times better for the phone-specific constants. This
suggests a possible modification to the translation probability update scheme: rather than
setting a global constant D for every word, we can use a source word-specific constant De:

De = max

{

max
f

(

−
∂F

∂tf,e

)

, 0

}

+ ǫ. (6.19)

This should result in fast convergence for the translation probability distribution for each
source word e.

6.4 MMIE for Model 1
This section derives the update equations for MMIE training of Model 1. For simplicity,
we begin by considering a single sentence and extend the derivation to consider the entire
manually aligned data set later. The joint probability of a target sentence fJ1 and an alignment
aJ1 is given by

P(fJ1 , a
J
1 |e

I
1) =

ǫ

(I + 1)J

J
∏

j=1

t(fj |eaj ) (6.20)

P(fJ1 |e
I
1) =

∑

aJ1

ǫ

(I + 1)J

J
∏

j=1

t(fj |eaj )

=
ǫ

(I + 1)J

I
∑

a1=0

· · ·
I
∑

aJ=0

J
∏

j=1

t(fj |eaj ) (6.21)
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We can change the order of the product and summation (Brown et al., 1993), and this can
be written

P(fJ1 |e
I
1) =

ǫ

(I + 1)J

J
∏

j=1

I
∑

i=0

t(fj |ei), (6.22)

where e0 is a null token corresponding to a target word not being aligned to any source word.
The quantity we seek to maximise (Equation (6.9)) becomes

F = log

∏J
j=1 t(fj |eaj )

∏J
j=1

∑I
i=0 t(fj |ei)

= log
N

D
, (6.23)

cancelling the constant factors and setting the numerator and denominator to be N and D
respectively. Then

∂F

∂tf,e
=

∂

∂tf,e
logN −

∂

∂tf,e
logD (6.24)

We now consider the differentiation of the two quantities. For words f ∈ Vtgt and e ∈ Vsrc,
define #(e) to be the number of times e occurs in sentence eI1 and #(f) to be the number of
times f occurs in sentence fJ1 . Define #̂(f, e) to be the number of times f is generated from
e under the reference alignment âJ1 . Then

N =
∏

f,e

t(f |e)#̂(f,e) (6.25)

=⇒
∂

∂tf,e
logN =

∂

∂tf,e





∑

f ′,e′

#̂(f ′, e′) log t(f ′|e′)





= #̂(f, e)
1

tf,e
(6.26)

We can re-write the denominator D to make differentiation simpler:

I
∑

i=0

t(fj |ei) =
∑

e

I
∑

i=0

t(fj |ei)δe(ei)

=
∑

e

#(e)t(fj |e) (6.27)

=⇒ D =

J
∏

j=1

I
∑

i=0

t(fj |ei)

=
J
∏

j=1

[

∑

e

#(e)t(fj |e)

]

=
∏

f

[

∑

e

#(e)t(f |e)

]#(f)

(6.28)
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We can then differentiate as follows:

∂

∂tf,e
logD =

∂

∂tf,e





∑

f ′

#(f ′) log

[

∑

e′

#(e′)t(f ′|e′)

]





=
∑

f ′

#(f ′)
∂

∂tf,e
log

[

∑

e′

#(e′)t(f ′|e′)

]

=
∑

f ′

#(f ′)
1

∑

e′′ #(e′′)t(f ′|e′′)

∂

∂tf,e

(

∑

e′

#(e′)t(f ′|e′)

)

=
#(f)#(e)

∑

e′ #(e′)t(f |e′)
. (6.29)

Therefore, the partial derivative of the objective function is

∂F

∂tf,e
=

#̂(f, e)

tf,e
−

#(f)#(e)
∑

e′ #(e′)tf,e′
(6.30)

and the update rule is

t̂f,e =
#̂(f, e)−

#(f)#(e)tf,e∑
e′ #(e′)tf,e′

+Dtf,e

∑

f ′

[

#̂(f ′, e)−
#(f ′)#(e)tf ′,e∑

e′ #(e′)tf ′,e′
+Dtf ′,e

]

=
#̂(f, e)−

#(f)#(e)tf,e∑
e′ #(e′)tf,e′

+Dtf,e

∑

f ′

[

#̂(f ′, e)−
#(f ′)#(e)tf ′,e∑

e′ #(e′)tf ′,e′

]

+D
(6.31)

6.4.1 Training on the entire corpus of human-aligned data
For reasons of simplicity, the above considers only one sentence. We wish to use the entire
training corpus of manually-aligned sentence pairs (f1, e1), . . . , (fS′ , eS′) to train the models
and we maximise

F =

S′
∑

s=1

log
P(âs, fs|es)
∑

a
P(a, fs|es)

(6.32)

Then ∂F
∂tf,e

becomes

∂F

∂tf,e
=

S′
∑

s=1

(

#̂s(f, e)

tf,e
−

#s(f)#s(e)
∑

e′ #s(e′)tf,e′

)

(6.33)

and the update equation is

t̂f,e =

∑S′

s=1

(

#̂s(f, e)−
#s(f)#s(e)tf,e∑

e′ #s(e′)tf,e′

)

+Dtf,e

∑

f ′

∑S′

s=1

[

#̂s(f ′, e)−
#s(f ′)#s(e)tf ′,e∑

e′ #s(e′)tf ′,e′

]

+D
(6.34)
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Accumulator Description

ns(f, e) Number of times f generated from e

under reference alignment, #̂s(f, e)
ms(f, e) #s(f)#s(e)tf,e
xs(f)

∑

e′ #s(e
′)tf,e′

Table 6.1: Accumulators defined for collecting sentence-level counts required for MMIE

6.4.2 Computing statistics
We now have update equations for estimation of the parameters; however we need to be able
to compute the statistics required to carry out the update equations. The quantities in the
update equation (Equation (6.34)) can be expressed as:

#̂s(f, e) =
J
∑

j=1

δ(fj = f ∧ eâj = e) =
J
∑

j=1

δf (fj)δe(eâj ) (6.35)

#s(e)#s(f)tf,e =
J
∑

j=1

I
∑

i=1

δ(fj = f ∧ ei = e)tfj ,ei

=
J
∑

j=1

I
∑

i=1

δf (fj)δe(ei)tfj ,ei (6.36)

∑

e′

#s(e
′)tf,e′ =

∑

f ′∈{f1,...,fJ}

I
∑

i=1

δf (f
′)tf ′,ei (6.37)

In order to calculate these statistics, we define accumulators for each sentence s, whose
function can be viewed as adding terms from the (I+1)×J matrix of translation probabilities
XeI0,f

J
1
whose entries are given by xi,j = t(fj |ei). Table 6.1 shows the accumulators defined

and Figure 6.1 illustrates which terms from the matrix are added. These are calculated per
sentence, and the resulting counts are used to calculate

∑

s

(

#̂s(f, e)−
#s(f)#s(e)tf,e
∑

e′ #s(e′)tf,e′

)

=
∑

s

(

ns(f, e)−
ms(f, e)

xs(f)

)

. (6.38)

This is accumulated over the whole corpus for each word pair (f, e). The algorithm used to
calculate these statistics is shown in Figure 6.2. These values can then be substituted into
the update equation (Equation (6.34)) during parameter estimation.

6.5 MMIE for the word-to-word HMM
For the word-to-word HMM, the calculation proceeds in the same way as that for Model 1
but we change the estimation procedure to reflect the probability distribution assigned by the
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Figure 6.1: Graphical representation of which terms are added to give the required statistics
during MMIE for Model 1. For #s(e)#s(f)tf,e (left), we add to the accumulator for every
position i in the source sentence position where ei = e and every position j in the target
sentence for which fj = f . For

∑

e′ #s(e
′)tf,e′ (right), we only add at the first target position

j with fj = f .

Input: T-table, parallel text sentences, reference alignment
Output: required statistic
foreach s = 1, . . . , S′ do

foreach j = 1, . . . , Js do
n(fj , eaj ) ++;

end

foreach j = 1, . . . , Js do

foreach i = 1, . . . , Is do
m(fj , ei)+ = tfj ,ei ;

if haven’t seen word fj already then
x(fj)+ = tfj ,ei ;

end

end

end

foreach f do

foreach e do

y(f, e)+ = n(f, e)− m(f,e)
x(f) ;

end

end

end

Figure 6.2: Algorithm used for calculation of Model 1 MMIE statistics. Note that if a target
word fj occurs multiple times in a sentence, we only accumulate x(fj) the first time fj occurs
in that sentence.

Chapter_MMI/Figures/MMI-accumulators-num.eps
Chapter_MMI/Figures/MMI-accumulators-denom.eps
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model. Here we wish to maximise

F = log
P(â, f |e)

∑

a
P(a, f |e)

= log

∏J
j=1 a(âj |âj−1, I)t(fj |eâj )

∑

aJ1

∏J
j=1 a(aj |aj−1, I)t(fj |eaj )

= log
N

D
= logN − logD (6.39)

where

N =
J
∏

j=1

a(âj |âj−1, I)t(fj |eâj ) (6.40)

D =
∑

aJ1

J
∏

j=1

a(aj |aj−1, I)t(fj |eaj ) (6.41)

As in the case of Model 1, we update the translation probabilities, so we again calculate
the partial derivative with respect to tf,e. Differentiating logN is straightforward, but the
calculation for the logD is more complicated.

∂

∂tf,e
logN =

∂

∂tf,e





J
∑

j=1

log a(âj |âj−1, I) +
J
∑

j=1

log t(fj |eâj )





=
J
∑

j=1

∂

∂tf,e
log t(fj |eâj )

= #̂(f, e)
1

tf,e
(6.42)
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We differentiate logD by calculating ∂D
∂tf,e

and applying the chain rule to obtain ∂
∂tf,e

logD:

∂

∂tf,e
D =

∑

aJ1

∂

∂tf,e





J
∏

j=1

a(aj |aj−1, J)t(fj |eaj )





=
∑

aJ1





J
∏

j=1

a(aj |aj−1, J)





∂

∂tf,e





J
∏

j=1

t(fj |eaj )





=
∑

aJ1





J
∏

j=1

a(aj |aj−1, J)









#aJ1
(f, e)

tf,e

J
∏

j=1

t(fj |eaj )





(where #aJ1
(f, e) is the number of times f is aligned to e under alignment aJ1 )

=
∑

aJ1

#aJ1
(f, e)

tf,e

J
∏

j=1

a(aj |aj−1, J)t(fj |eaj ) (6.43)

∂

∂tf,e
logD =

1

D

∂

∂tf,e
D

=

∑

aJ1

#
aJ1

(f,e)

tf,e

∏J
j=1 a(aj |aj−1, J)t(fj |eaj )

∑

aJ1

∏J
j=1 a(aj |aj−1, J)t(fj |eaj )

=
1

tf,e

∑

aJ1
#aJ1

(f, e)P(fJ1 , a
J
1 |e

I
1)

∑

aJ1
P(fJ1 , a

J
1 |e

I
1)

(6.44)

Then the update rule for the HMM word-to-word translation probabilities becomes

t̂f,e =

#̂(f, e)−

∑
aJ1

#
aJ1

(f,e)P(fJ
1 ,aJ1 |e

I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)

+Dtf,e

∑

f ′

[

#̂(f ′, e)−

∑
aJ1

#
aJ1

(f ′,e)P(fJ
1 ,aJ1 |e

I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)

]

+D

(6.45)

6.5.1 Update rule for HMM transition probabilities
We also wish to update the HMM transition probabilities to discriminate between correct
and incorrect alignments; hence we compute the partial derivatives with respect to these. Let
ai,i′ denote the transition probability a(i|i′, I). Then, for a single sentence pair, the partial
derivative of logN with respect to ai,i′ is

∂

∂ai,i′
logN =

J
∑

j=1

∂

∂ai,i′
log a(âj |âj−1, I)

=
J
∑

j=1

1

ai,i′
δi(aj)δi′(aj−1)

= #̂(i′ → i)
1

ai,i′
, (6.46)
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where #̂(i′ → i) is the number of transitions from i′ to i under the reference alignment âJ1 .
Similarly, define #aJ1

(i′ → i) to be the number of transitions from i′ to i under an arbitrary

alignment aJ1 . We can then differentiate D as follows:

∂

∂ai,i′
D =

∑

aJ1

∂

∂ai,i′





J
∏

j=1

a(aj |aj−1, I)t(fj |eaj )





=
∑

aJ1

∂

∂ai,i′





J
∏

j=1

a(aj |aj−1, I)









J
∏

j=1

t(fj |eaj )





=
∑

aJ1





#aJ1
(i′ → i)

ai,i′

J
∏

j=1

a(aj |aj−1, I)









J
∏

j=1

t(fj |eaj )





=
∑

aJ1

#aJ1
(i′ → i)

ai,i′

J
∏

j=1

a(aj |aj−1, I)t(fj |eaj ). (6.47)

Finally, we use the chain rule to calculate ∂
∂ai,i′

logD:

∂

∂ai,i′
logD =

1

D

∂

∂ai,i′
D

=

∑

aJ1

#
aJ1

(i′→i)

ai,i′

∏J
j=1 a(aj |aj−1, I)t(fj |eaj )

∑

aJ1

∏J
j=1 a(aj |aj−1, J)t(fj |eaj )

=
1

ai,i′

∑

aJ1
#aJ1

(i′ → i)P(fJ1 , a
J
1 |e

I
1)

∑

aJ1
P(fJ1 , a

J
1 |e

I
1)

=
1

ai,i′

∑

aJ1

#aJ1
(i′ → i)P(aJ1 |e

I
1, f

J
1 ) (6.48)

(since
∑

aJ1
P(fJ1 , a

J
1 |e

I
1) = P(fJ1 |e

I
1) and

P(fJ
1 ,aJ1 |e

I
1)

P(fJ
1 |eI1)

= P(aJ1 |e
I
1, f

J
1 ))

The update rule for the HMM transition probabilities is then

âi,i′ =
ai,i′

(

∂F
∂ai,i′

+D
)

∑

i′′ ai′′,i′
(

∂F
∂ai′′,i′

+D
)

=
#̂(i′ → i)−

∑

aJ1
#aJ1

(i′ → i)P(aJ1 |e
I
1, f

J
1 ) +Dai,i′

∑

i′′

[

#̂(i′ → i′′)−
∑

aJ1
#aJ1

(i′ → i′′)P(aJ1 |e
I
1, f

J
1 )
]

+D
(6.49)

6.5.2 Use of statistics calculated using the forward-backward
algorithm

We can re-write these expressions so it becomes clear that they can be calculated using the
forward-backward algorithm. The sum in the numerator of the translation probability update
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equation (6.45) is

∑

aJ1
#aJ1

(f, e)P(fJ1 , a
J
1 |e

I
1)

∑

aJ1
P(fJ1 , a

J
1 |e

I
1)

=

∑

aJ1
#aJ1

(f, e)P(fJ1 , a
J
1 |e

I
1)

P(fJ1 |e
I
1)

=
∑

aJ1

#aJ1
(f, e)P(aJ1 |f

J
1 , e

I
1)

=
∑

aJ1

I
∑

i=1

J
∑

j=1

δe,f (ei, fj)δi(aj)P(a
J
1 |f

J
1 , e

I
1)

=
I
∑

i=1

J
∑

j=1

δe,f (ei, fj)
∑

aJ1

δi(aj)P(a
J
1 |f

J
1 , e

I
1)

=
I
∑

i=1

J
∑

j=1

δe,f (ei, fj)P(aj = i|fJ1 , e
I
1) (6.50)

The forward and backward probabilities used during EM training for HMMs are αj(i) =

P(aj = i, f
j
1 |e

I
1) and βj(i) = P(fJj+1|aj = i, eI1) respectively. Now the posterior probability of

aligning fj to ei is P(aj = i|fJ1 , e
I
1) and can be written in terms of these probabilities:

P(aj = i, fJ1 |e
I
1) = P(aj = i, f

j
1 |e

I
1)P(f

J
j+1|aj = i, f

j
1 , e

I
1)

= P(aj = i, f
j
1 |e

I
1)P(f

J
j+1|aj = i, eI1)

= αj(i)βj(i). (6.51)

The overall probability of the target sentence being generated by the source sentence can be
written in terms of the forward probabilities:

P(fJ1 |e
I
1) =

I
∑

i=1

P(aJ = i, fJ1 |e
I
1)

=
I
∑

i=1

αJ(i) (6.52)

Therefore

P(aj = i|fJ1 , e
I
1) =

αj(i)βj(i)
∑I

i=1 αJ(i)
. (6.53)

These statistics are already computed during the forward-backward algorithm; hence we can
use the statistics generated during standard EM training for MMIE training.

For the transition probabilities, we can similarly apply the assumptions of the HMMmodel
to turn the quantity we want to find into something that can be expressed using the statistics
calculated by the forward-backward algorithm. The probability of generating fJ1 from eI1 with
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fj−1 aligned to ei′ and fj aligned to ei is

P(aj = i, aj−1 = i′, fJ1 |e
I
1)

= P(aj−1 = i′, f
j−1
1 |eI1)P(aj = i|aj−1 = i′, f

j−1
1 , eI1)

×P(fj |aj = i, aj−1 = i′, f
j−1
1 , eI1)P(f

J
j+1|aj = i, aj−1 = i′, f

j
1 , e

I
1)

= P(aj−1 = i′, f
j−1
1 |eI1)P(aj = i|aj−1 = i′, I)

×P(fj |aj = i, aj−1 = i′, eI1)P(f
J
j+1|aj = i, eI1). (6.54)

(6.55)

We apply the assumptions of model, namely that each alignment depends only on the previous
alignment and each target word depends only on the source word to which it is aligned, to
obtain

P(aj = i, aj−1 = i′, fJ1 |e
I
1) = αj−1(i

′)a(i|i′, I)t(fj |ei)βj(i) (6.56)

Therefore

P(aj = i, aj−1 = i′|fJ1 , e
I
1) =

αj−1(i
′)a(i|i′, I)t(fj |ei)βj(i)
∑I

i=1 αJ(i)
(6.57)

and

∑

aJ1

#aJ1
(i′ → i)P(aJ1 |f

J
1 , e

I
1) =

∑

aJ1

J
∑

j=1

δi,i′(aj , aj−1)P(a
J
1 |f

J
1 , e

I
1)

=
J
∑

j=1

P(aj = i, aj−1 = i′|fJ1 , e
I
1)

=

J
∑

j=1

αj−1(i
′)a(i|i′, I)t(fj |ei)βj(i)
∑I

i=1 αJ(i)
(6.58)

The update equations for the translation probabilities and alignment probabilities respec-
tively are then

t̂f,e =
#̂(f, e)−

∑I
i=1

∑J
j=1 δe,f (ei, fj)

αj(i)βj(i)
∑I

i=1 αJ (i)
+Dtf,e

∑

f ′

[

#̂(f ′, e)−
∑I

i=1

∑J
j=1 δe,f ′(ei, fj)

αj(i)βj(i)
∑I

i=1 αJ (i)

]

+D
(6.59)

âi,i′ =
#̂(i′ → i)−

∑J
j=1

αj−1(i
′)a(i|i′,I)t(fj |ei)βj(i)
∑I

i=1 αJ (i)
+Dai,i′

∑

i′′

[

#̂(i′ → i′′)−
∑J

j=1
αj−1(i′)a(i′′|i′,I)t(fj |ei)βj(i′′)

∑I
i=1 αJ (i′′)

]

+D
(6.60)

6.5.3 Training on the entire corpus of human-aligned data

Again we consider the entire training corpus rather than a single sentence. Define #
aJ1
s (f, e)

to be the number of times f is aligned to e under alignment aJ1 , and #̂s(f, e) to be the number

of times f is aligned to e under the reference alignment âJ1 of sentence s. Define #
aJ1
s (i′ → i)
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to be the number of transitions from i′ to i under alignment aJ1 and #̂s(i
′ → i) the number

of transitions under the reference alignment.

t̂f,e =

∑S′

s=1



#̂s(f, e)−

∑
aJ1

#
aJ1
s (f,e)P(fJ

1 ,aJ1 |e
I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)



+Dtf,e

∑

f ′

∑S′

s=1



#̂s(f ′, e)−

∑
aJ1

#
aJ1
s (f ′,e)P(fJ

1 ,aJ1 |e
I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)



+D

(6.61)

For the transition probability, we must take into account I, the length of the source sentence.
For simplicity, write a(i|i′, I) = ai,i′,I .

âi,i′,I =

∑S′

s=1 δI(I
s)



#̂s(i
′ → i)−

∑
aJ1

#
aJ1
s (i′→i)P(fJ

1 ,aJ1 |e
I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)



+Dai,i′,I

∑

i′′
∑S′

s=1 δIs,I



#̂s(i′ → i′′)−

∑
aJ1

#
aJ1
s (i′→i′′)P(fJ

1 ,aJ1 |e
I
1)

∑
aJ1

P(fJ
1 ,aJ1 |e

I
1)



+D

(6.62)

As previously discussed, these statistics can be can be computed using a modified form of the
forward-backward algorithm.

6.6 Practical issues in MMI training of alignment
models

6.6.1 Alignments to NULL

An alignment to NULL is used when a target word is not a direct translation of any source
word. The human alignments only include a link when there is judged to be a translational
correspondence between the source and target word. This leaves a number of target words
unaligned: we add links so that these are aligned to NULL, and train the translation probabil-
ities accordingly. Figure 6.3 shows the addition of the NULL state to the source sentence and
alignment of unaligned target words.

Figure 6.3: Transformation of manual alignments prior to MMI training: the original align-
ment (left) is transformed by adding links to NULL for each target word that is not already
aligned

Chapter_MMI/mmi-alignment.eps
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6.6.2 Many-to-one alignments
As discussed in Section 3.2, the models used assume each target word is generated by only
one source word, with alignments not satisfying this property given zero probability. Many of
the reference alignments contain many-to-one links, i.e. many source words link to the same
target word, so we must consider how to use these in training. The update equations make
use of the fact that the reference alignment is a valid alignment under the model and has an
associated probability defined by the model, so we must modify the reference alignments to
account for this.

For each target word with more than one link to a source word, a number of heuristic
strategies are possible:

• Choose the first or last link

• Choose the link (i, j) with the highest translation probability t(fj |ei)

• Choose the link with the largest posterior probability, according to the model

6.6.2.1 Alternative optimisation criteria

To overcome the problems with many-to-one alignments, we consider an alternative quantity
to optimise. Consider the links between sentences eI1 and fJ1 as a set of pairs

A = {(i, j) : 0 ≤ i ≤ I, 0 ≤ j ≤ J, ei is linked to fj} (6.63)

and define the likelihood
l(A) =

∏

(i,j)∈A

P((i, j)|fJ1 , e
I
1), (6.64)

where P((i, j)|fJ1 , e
I
1) is the posterior probability of ei being aligned to fj under an alignment

model (the model used here does not matter; the same principle applies for all alignment
models). This quantity is defined for all possible alignments between the sentences, even
those that are not valid under any of our alignment models. In particular, many-to-one
alignments are assigned likelihood in this way.

If A represents a valid alignment under Model 1 or 2, i.e. A = {(aj , j) : 1 ≤ j ≤ J} for
some alignment sequence aJ1 , the likelihood l(A) is equivalent to the posterior probability of
the alignment aJ1 ; hence optimisation of the posterior probability of the alignment is equivalent
to optimisation of the likelihood in this case. For a proof of this, see B).

6.7 Summary
In this chapter, we derive an algorithm for using a development corpus of manually-aligned
parallel text sentence pairs to improve the quality of Model 1 and word-to-word HMM align-
ment models. We present parameter re-estimation equations for discriminative training of the
models using statistics derived from the manually-aligned data. A challenge of the method
is setting a constant that governs the size of the change in model parameters and hence the
speed of convergence; we describe a variety of techniques for determination of this constant.
We also discuss methods of training when the reference alignment is not valid under the
model.



CHAPTER 7
Evaluation of

Discriminative Alignment
Models

7.1 Introduction
This chapter investigates the properties of the discriminative training procedures for alignment
models described in Chapter 6. Alignment models are trained using EM on a large parallel text
in the usual way (with no additional information about the alignments between sentences);
then MMIE is used to discriminatively train the models using a smaller word-aligned parallel
text corpus. We investigate MMI training for the Model 1 and word-to-word HMM alignment
models for Arabic-English and Chinese-English alignment.

Evaluation of the resulting models is carried out by measurement of AER against reference
alignments; translation systems were initialised from the alignments output by the model to
determine their effect on overall translation quality for Arabic to English translation.

7.2 Data sets and experimental procedure
The data sets used for training and testing were provided by LDC via the AGILE project and
for the NIST machine translation evaluation; the languages used were Arabic and Chinese.
Table A.2 gives a summary of the data sets used. The Arabic text was morphologically
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analysed and tokenised using the MADA tagger described in Section 2.9.1. Where experiments
were carried out to determine the effect of the models on translation quality, the Tune.text.nw
and SysCombTune.text.nw sets provided by the AGILE project were used; these contain 1385
and 1500 sentences respectively of newswire data.

As discussed in Section 6.3.2, determination of the constant used in the update equations is
difficult. We investigate two schemes for determining D, which are described in this section.
Using an adaptive constant allows D to be varied depending on the result of the previous
iteration of training, and a word-specific constant allows the speed of convergence of different
source words to vary independently of each other.

Adaptive training

Inspired by algorithms used for training neural networks (Bishop, 1996), we use a global
constant for all source words e and adapt the constant according to the outcome of the last
iteration of training. First we set an initial constant D0. Then, after each iteration of training,
the constant is modified according to the posterior probability of the training data. Define
Lk to be the value of the log posterior probability of the training data after iteration k of
training:

Lk = F|θ=θk
=

S′
∑

s=1

log Pk(âs|fs, es), (7.1)

where θk is the model parameters at iteration k and Pk(âs|fs, es) is the posterior probability
of the reference alignment âs between sentences fs and es at iteration k.

We update D as follows:

Dk+1 =































Dk, if Lk > Lk−1,
i.e. average per-sentence log probability
of correct alignment increases

2Dk, if Lk < Lk−1,
i.e. average per-sentence log probability
of correct alignment decreases

(7.2)

In the case where Dk is increased, we also begin training from the previous iteration; i.e. we
discard the iteration where the previous value of Dk was too small to produce an increase in
Lk. Training is halted according to two criteria:

• after a specified number of successful iterations, i.e. those where Lk is increased

• after a specified number of iterations where Lk does not increase: in this case we assume
the training has converged so that we are sufficiently close to a local maximum.

Use of word-specific constants in the update equation

The constant De was determined separately for each source word e, using the formula

De = max

{

max
f

(

−
∂F

∂tf,e

)

, 0

}

+ ǫ. (7.3)

This scheme has two advantages over using a single global constant for all source words. The
first is speed of convergence: a satisfactory model should be reached more quickly because
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we can take larger steps towards the local maximum. The second is an implementational
issue: determining a single constant requires a complete pass through the training data prior
to parameter estimation, evaluating ∂F

∂tf,e
for each source word e and target word f , whereas

the use of a word-specific constant allows us to set the constant one source word at a time
when estimating the translation table.

7.3 Evaluation of discriminative Model 1
The AGILE v4.1 Arabic-English parallel text was used to train ten iterations of Model 1. The
human-aligned subset of this data was used to carry out MMI training of Model 1 according
to the update equations described in Section 6.4. The adaptive method of setting the constant
D was used.

Figures 7.1 and 7.2 show the performance of the models in both translation directions
as MMI training progresses. In each case, there is a significant increase in the average log
posterior probability per sentence of the training data, accompanied by an increase in precision
and recall, and a corresponding reduction in AER, when the models are used to align the
data. For Arabic to English translation, precision and recall drop for the first two iterations
of training even though the log likelihood of the data increases; however, these quantities
increase as training progresses further. For Arabic to English, we achieve a drop in AER
from 47.2 to 40.8, while for English to Arabic AER drops from 53.8 to 48.0.
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Figure 7.1: Graph showing how log posterior probability (Equation 6.9), precision, recall and
AER vary as training progresses in Arabic to English direction (AGILE v4.1 data)
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Figure 7.2: Graph showing how log posterior probability, precision, recall and AER vary as
training progresses in English to Arabic direction (AGILE v4.1 data)

7.4 Evaluation of discriminative HMM alignment
models

The Arabic AGILE v4.1 data was used to train ten iterations of Model 1 in each direction,
followed by five iterations of Model 2 and five of HMM training. MMI training was then
performed on the resulting HMM models, using three-quarters of the manually-aligned data
with the remainder held out for evaluation of the model. An adaptive constant was used,
initially set to D = 100. Training was halted when ten successive iterations of MMI failed to
increase the likelihood of the training data.

Figure 7.3 shows the average per-sentence posterior log probability of the correct alignment
for each iteration training in the Arabic to English direction, and the AER of the model on
the training set. Figure 7.4 shows the same information for the English to Arabic direction.
For both directions, the log probability and AER of the held-out data set were also measured.
Log probability of the training set rises at every iteration due to the nature of the training (the
iteration is discarded if we fail to increase the log probability). The AER and log probability
of the test set are variable for the initial iterations of training, but their behaviour becomes
more consistent as training proceeds and an increased value for the constant D causes smaller
updates to be made to the model. Four fold cross-validation was carried out; the same
patterns hold for the remaining partitions of the data.

Figure 7.5 shows the behaviour of the union of the alignments produced by the two models,
by comparing its AER to those of the models in each translation direction separately. While
the models in both directions show a substantial drop in AER, the decrease of the union is
larger than either of the two directions individually: it drops from 31.4 to 22.6, a relative drop
of 28%. This indicates that the quality of union of the alignments may increase more due
to discriminative training than the alignments in either direction. If the same is true for the

Chapter_MMI/Figures/Ar-En_Model1_adaptive_graph_e2f.eps
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Figure 7.3: Graph showing how posterior log probability of the correct alignment and AER
vary on training and test data sets as training progresses, for Arabic to English (AGILE v4.1
data)
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Figure 7.4: Graph showing how posterior log probability of the correct alignment and AER
vary on training and test data sets as training progresses, for English to Arabic (AGILE v4.1
data)

entire parallel text, i.e. the quality of the union of the alignments improves significantly, the
quality of translation may improve since the translation system is initialised from the union
of the alignments.

One drawback of this training procedure is that the value of the global constant D needs
to be very large in order that the none of the parameters estimated is negative; however, such

Chapter_MMI/Figures/MMI_AR-EN-0027_D100-f2e.ps
Chapter_MMI/Figures/MMI_AR-EN-0027_D100-e2f.ps
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Figure 7.5: Graph showing how AER of models in each direction and their union varies as
during MMI training (Arabic-English AGILE v4.1 data)

values ofD result in prohibitively slow convergence which results in slow convergence. In these
experiments, D was set so that many of the parameters (which are translation probabilities)
were assigned negative values; we round these to a small positive value. In this way we achieve
large gains in log probability and AER on the training data and test data, though this may
harm the ability of the models to generalise to the parallel text corpus they are used to align.

The same training procedure was used to perform experiments for Chinese to English
alignment. The results were similar to those obtained here and are not presented.

7.5 Word-dependent smoothing constant for HMM
training

The NIST v1.1 Arabic-English data were used for ten iterations of Model 1 training, five
iterations of Model 2 training and five iterations of HMM training, using the standard training
procedure described in Section 3.12. MMI training was carried out on the HMM models using
the manually aligned data, this time using a separate smoothing constant De specific to each
source word. The model was trained on three-quarters of the manually aligned data and
evaluated on the remaining quarter. The posterior probability of the correct alignment under
the models was measured and the AER of alignments produced by the models was computed
relative to the reference alignments.

Figures 7.6 and 7.7 show the performance of the models as training progresses. The log
probability of the training data increases smoothly and the AER decreases during training.
The same effects are seen on the held-out training data. Four-fold cross-validation was carried
out to ensure the results the remained the same for the other three partitions of the data.

This method of setting the constant produces curves that are much smoother than those for
the adaptive constant, but the speed of convergence is slower. The models have not converged

Chapter_MMI/Figures/MMI_AR-EN-0027-AER.ps
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Figure 7.6: Variation of posterior log probability of the correct alignment and AER on training
and test data sets as training progresses, for Arabic to English (NIST v1.1 data set)
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Figure 7.7: Variation of posterior log probability of the correct alignment and AER on training
and test data sets as training progresses, for English to Arabic (NIST v1.1 data set)

after 40 iterations of training. They also do not yield the same improvement in AER over
the baseline models. They do, however, avoid the estimation of negative probabilities and
the erratic behaviour that occurs during the initial iterations of training, and it is hoped that
these models generalise better to alignment of the full parallel text.

Chapter_MMI/Figures/MMI_AR-EN-0040_D100-f2e.ps
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System Number of Tune.text.nw SysCombTune.text.nw
source phrases Bleu (TER) Bleu (TER)

Baseline HMM 61.7M 43.59 (45.46) 41.65 (46.65)
Iteration 5 62.7M 43.45 (45.57) 41.65 (46.58)
Iteration 10 63.5M 43.60 (45.50) 41.70 (46.58)
Iteration 15 63.9M 43.64 (45.51) 41.71 (46.58)
Iteration 20 64.2M 43.63 (45.53) 41.70 (46.59)

Table 7.1: Bleu and TER scores of Arabic to English translation systems built using dif-
ferent iterations of MMI-trained HMM alignment models, on Tune.text.nw and SysComb-
Tune.text.nw test sets

7.6 Initialisation of translation systems from
MMI-trained models

We have shown that MMI training of HMMs leads to improved alignment quality on the
manually-aligned data. However, our main aim is to use the manual alignments as an ad-
ditional source of information to improve the alignment models’ performance on the entire
parallel text. Machine translation systems built using alignments from the models should then
produce higher quality translations. We now test the quality of Arabic to English translation
systems built on the MMI-trained models.

A TTM system was trained on alignments output by iterations 5, 10, 15 and 20 of an
HMM trained in the same way as those in Section 7.5, though this model was trained using the
full manually-aligned data set. For comparison, a system was also trained on the alignments
from the standard HMM from which the MMI models were initialised. Table 7.1 shows the
Bleu score and TER of those systems on the Tune.text.nw and SysCombTune.text.nw test
sets.

In each case, the performance of the system is almost identical to the baseline, indicating
that the improved alignment quality on the manually-aligned data does not lead to an im-
provement in translation performance. It does however lead to a difference in the number of
source phrases extracted by the translation system from the alignments: the number of align-
ment links output by the models decreases and the number of the source phrases extracted
increases as MMI training progresses.

The use of MMI-trained HMMs does not appear to improve the translation quality over
standard HMMs when the alignments from these models are used to initialise a machine
translation system. There are several possible reasons for this. The first is that there is a
mismatch between the manually-aligned data and the rest of the training data. Although the
alignment quality for the manually aligned data is improved, the remainder of the data is
sufficiently different that the improved model may not lead to better alignments on the whole
data set.

The second is that the manually-aligned data set does not cover a large enough proportion
of the words in the full parallel text. The translation probability distributions for source
words that don’t appear in the manually-aligned data are unchanged, so it is possible that
the alignment model does not change much overall. There are 400k words in the Arabic
vocabulary, of which 47k appear in the manually-aligned text. For English, there are 296k
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words in the vocabulary, of which 25k appear in the manually-aligned text. This may not be
enough to make a significant difference to the translation performance.

Finally, it may simply be that improved alignment quality does not lead to improved
translation in this case. There has been other work which reports a similar outcome, i.e. that
a reduction in AER of alignment does not lead to an increase in Bleu score of translations
(Ittycheriah and Roukos, 2005; Vilar et al., 2006).

7.7 Conclusions and future work
We have shown that MMI training increases the quality of alignment for Model 1 and HMM
alignment models for Arabic to English and English to Arabic generation. A held-out data set
shows that the reduction in AER generalises to data other than the training data. We have
investigated whether the improved alignment quality leads to an improvement in translation
quality, using the MMI-trained HMMs to create alignments for initialisation of a machine
translation system. It appears, however, that the improved quality of alignment does not
lead to improved translations; possible reasons for this have been described.

7.7.1 Future work
While the translation system constructed from alignments of improved quality does not pro-
duce better translation hypotheses by itself, it may be useful in when combined with other
systems, for example by MBR system combination; this approach is successful for the context-
dependent models of Chapter 8 and may yield results here. Another potential avenue of re-
search is to use the MMI-trained Model 1 to initialise Model 2 and allow training to continue
as usual.

We have investigated the effect of carrying out discriminative training on a subset of
manually-aligned data after the models have been trained on a larger set of parallel text.
The EMD algorithm, which alternates EM training on a large parallel text with discrimi-
native training on a manually aligned subset, has been shown to perform well (Fraser and
Marcu, 2006b). A similar approach may bring improvements here. A discriminative step
could tune the translation and alignment probabilities to encourage the correct alignments
on the manually-aligned data. Links in the full parallel text assigned high probability by the
discriminative model can then form a framework around which the remaining links in the
sentences (which may be between words that were not seen in the manually aligned data) are
arranged. The correct alignment of the word pair that has been indicated to be a match by
the manual alignments would then cause the words around that alignment link to be aligned
correctly as well.



CHAPTER 8
Context-Dependent

Alignment Models

8.1 Introduction
Previous work on statistical alignment modelling has not taken into account the source word
context when determining translations of that word, i.e. the translation probability t(f |e) is
independent of the words to the left and right of e and the other words that occur in the
source sentence eI1. It is intuitive that a word in one context, with a particular part-of-speech
and particular words surrounding it, may translate differently when in a different context.
For example, the English noun badger translates to French as blaireau, while badger used as
a transitive verb translates to harceler ; knowledge of the part of speech of the word helps us
to determine its translation. The English noun bank in a financial context would probably
translate to French as banque, while it is likely to translate as rive when directly preceded by
river. We aim to take advantage of the additional context information present in a sentence
to provide a better estimate of the word’s translation.

Due to the sheer number of possibilities for words surrounding a particular source word
from which we can gather context information, one of the challenges of incorporating context
information is maintaining computational tractability of estimation and alignment. We wish
to avoid having to estimate too many different probability distributions, and we want enough
training data for each distribution to estimate it accurately. Even the use of part-of-speech
tags to define context rather than the surrounding words themselves is problematic, since this
still leads to many possible contexts. We develop algorithms to overcome this difficulty.

110
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For inspiration, we look to the field of Automatic Speech Recognition (ASR), where
continuous-density HMMs are used for the acoustic model P(O|e), where e is a sequence
of words and O is the feature vector from speech associated with those words. The words are
modelled as a sequence of phones that make up the word; the pronunciation of a given phone
is affected by the preceding and subsequent phones (as well as other surrounding phones), so
context-dependent phones are introduced to account for this effect.

The development of efficient estimation procedures for context-dependent acoustic models
revolutionised ASR (Bahl et al., 1991; Young et al., 1994). Clustering is used extensively for
improving parameter estimation of triphone (and higher order) acoustic models, enabling
robust estimation of parameters and reducing the computation required for recognition. We
adopt a similar approach to estimate context-dependent translation probabilities. We aim to
improve the sentence-level alignments given by the alignment models by taking the source
word context into account when estimating model parameters. We introduce binary decision
trees (Breiman et al., 1984) for clustering contexts of source words to maintain computational
tractability and avoid data sparsity.

This work builds on existing alignment models described in Chapter 3, from the original
IBM models to the HMM alignment models used by Deng and Byrne (2005a). We focus on
alignment with IBM Model 1 and HMMs. HMMs are commonly used to generate alignments
from which state of the art SMT systems are built; improved quality of alignment should lead
to improved phrases being extracted for use in translation and improved learning of rules for
use in a hierarchical decoder. Model 1 is used as an intermediate step in the creation of more
powerful alignment models, such as HMMs and further IBM models. In addition, it is used
in SMT as a feature in Minimum Error Rate Training (Och et al., 2004) and for rescoring
lattices of translation hypotheses (Blackwood et al., 2008a). It is also used for lexically-
weighted phrase extraction (Costa-jussà and Fonollosa, 2005) and sentence-level segmentation
of parallel text (Deng et al., 2007) prior to machine translation. The introduction of context-
dependence to the model should improve its performance for all of these purposes.

8.2 Previous and related work
Bahl et al. (1991) introduce binary decision trees for clustering context-dependent phones
for modelling by discrete HMMs. They construct a decision tree for each phone to specify
the acoustic realisation of that phone in the context in which it appears. The tree is built
top down using a greedy algorithm that splits each node using the best question at that
node; we adopt a similar approach, constructing a decision tree for each word in the source
language vocabulary to cluster the contexts of that word that occur. Bahl et al. (1989) use
decision trees to generalise the n-gram language model used during natural language speech
recognition.

Kannan et al. (1994) introduce a binary tree-growing procedure for clustering Gaussian
models for triphone contexts based on the value of a likelihood ratio. For each allowable
binary partition of the data, they choose between one of two hypotheses:

• H0: the observations were generated from one distribution (that corresponds to the ML
estimate for the parent node),

• H1: the observations were generated from two different distributions (that correspond
to the ML estimates for the child nodes).
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The likelihood ratio is the ratio of the likelihood of the observations being generated from one
distribution (H0) to the likelihood of the observations in the partition being generated from
two different distributions (H1). The cluster is split if the likelihood of generating from two
distributions is sufficiently greater than the likelihood of generating from one.

We now compare our model to existing work on the use of context-dependent models
in machine translation. We divide the possible uses of context into themes corresponding
to the stages of translation. The context information can be used during a pre-processing
step prior to training and alignment by models: in this case, the alignment and translation
models themselves do not need to be modified. The alignment models that produce links
between parallel text sentences can also be improved by the addition of context. Finally, the
translation models themselves can take contextual information into account.

8.2.1 Use of context in pre-processing
One approach to using linguistic knowledge to improve alignment and translation quality is
to process the data to incorporate this knowledge prior to translation; an advantage of this
approach is that the alignment and translation models themselves do not need to be modified
and can be trained as usual.

Habash and Sadat (2006) perform morphological decomposition of Arabic words, such as
splitting of prefixes and suffixes and the processing of the Arabic to make it more similar
to English. This leads to gains in machine translation quality when systems are trained on
parallel text containing the modified Arabic, and processing of Arabic text is carried out prior
to translation into English. The impact of various pre-processing schemes is investigated, with
the result that the choice of processing depends on the amount of training data. For small
amounts of training data, more sophisticated morphological analysis helps to overcome data
sparsity problems, while for large amounts of data less morphological analysis is needed.

Nießen and Ney (2001a) perform pre-processing of German and English parallel text prior
to translation, transforming both the source and target sentences. They use the processing
to address two specific issues in English to German and German to English translation.
Firstly, some German verbs have the main part of the word and a detachable prefix that can
be shifted to the end of the sentence; the prefixes are prepended to the main verb to enable
easier correspondence with the single English verb, which is a single word. Secondly, the word
order changes between declarative statements and questions so that translations of words in
questions cannot be learnt from declarative sentences; the word order in questions is modified
to harmonise it with declarative statements. In both cases, further processing is carried out
after translation so hypothesis sentences have the correct verb form and word order.

8.2.2 Use of context in translation models
While we concentrate on the use of context for the alignment models that are used to produce
word-aligned parallel text, others have integrated context information into the generation of
hypotheses and decoding. The most obvious use of context in translation is the phrase-based
translation models that segment the sentence into a sequence of phrases before translating the
phrases individually. This makes use of the surrounding words to determine the translation of
a particular word. In terms of word-based translation models, Berger et al. (1996) introduce
maximum entropy models for machine translation, showing that the exponential model with
the greatest entropy while remaining consistent with the constraints on it is the same as the
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model which maximises the likelihood of the training data. They iteratively add features to
the translation model, adding at each stage the one which gives the largest gain in the log
likelihood of the training data. Context-based features are used for input language words,
though these are simple: each one is an indicator function that checks for the presence of
another word in particular positions, within a window of 3 words to the left and 3 words to
the right of the current word.

Stroppa et al. (2007) consider context-informed features of phrases as components of the
log-linear model during phrase-based translation. Features are split into word-based features
that include the words to the left and right of the focus phrase, class-based features which
consider the part-of-speech of the focus phrase and context words. Context information
CI(f̃k) and source phrase f̃k, represented as vectors, are the input to the IGTree classifier
(Daelemans et al., 1997) and the output phrases ẽk as classes to which the input must be
assigned. This is a memory-based classifier that uses information gain to form a decision tree
using training examples. Weighted class labels output by the classifier are normalised to form
probability distribution P(ẽk|f̃k,CI(f̃k)); this estimate is used as a feature for the log-linear
model. The feature weights are optimised using MERT (Och, 2003). Stroppa et al. (2007) do
not, however, address alignment.

Sarikaya et al. (2007) define a context-dependent word (CDW), which adds context infor-
mation to a word, and use these to replace words as the basic units of translation, similar
to the way in which context-dependent phones are used in Automated Speech Recognition
(ASR). They investigate a number of ways of defining the context, which incorporate the
part-of-speech of the current word, previous word and next word to varying degrees. The
context-dependent words are applied in two ways. Firstly, they are used to build a language
model for the output language that uses context-dependent words, which is then used for
rescoring of n-best lists. Secondly, they are used as the units of translation so that the
entire translation process is completed using CDWs in the output language (they translate
from Iraqi Arabic to English and do not have a part-of-speech tagger for Iraqi Arabic). The
rescoring produces gains in Bleu score using a phrase-based system, but the use of CDWs
throughout translation fails to improve output quality.

Superficially, the work in this paper may appear similar to the work presented here, with
the same type of context information being used, namely a combination of the parts-of-speech
of the current, previous and next words. However, our work differs in that we use context
in both input and output languages and use context information for improving alignments,
whereas they find that building alignment models using CDWs does not help. A possible
reason for this is that they use a stoplist of the 150 most common words to control model
complexity, thereby preventing CDWs from being used for the most common words where they
may be most useful for discriminating between different contexts. We also develop decision
tree algorithms to cluster similar contexts so we do not need to use a stoplist. Sarikaya et al.
(2007) apply context-dependent models during and post translation, whereas we apply only
during alignment.

Other researchers have investigated the application of word sense disambiguation (WSD)
to machine translation, the idea being that knowing the sense (i.e. meaning) of a word
provides information about its translation. Results presented are mixed: Carpuat and Wu
(2005) report that WSD does not improve translation quality for a Chinese to English system,
while Vickrey et al. (2005) find WSD is able to fill blanks where words have been removed
in translated sentences but do not incorporate their work into a decoder. Chan et al. (2007)
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perform disambiguation using context information similar to that described here and report
a statistically significant increase in Bleu score from incorporating WSD features into Hiero.

8.2.3 Use of context in alignment models
The HMM allows the translation model to be effectively split into two components: the align-
ment component models the transitions between the states of the HMM and the translation
component controls the emission of target words from those states. Either or both of these
can be modified to consider the context.

8.2.3.1 Target context

As discussed above, Deng and Byrne (2005a) allow the use of target language context by the
use of bigram translation tables within the word-to-phrase HMM.

Nießen and Ney (2001b) use morphological information of the target word to estimate
hierarchical translation probabilities, by considering derivatives of the base form of the word
at different levels of detail. Starting with the base form in equivalence class c0, they form a
chain of equivalence classes c0, c1, . . . , cn, with each class becoming increasingly specialised,
specifying more information about the part-of-speech, number etc; cn is the complete morpho-
logical information about the word as it occurs in the sentence. For example, the hierarchy of
equivalence classes for the German present tense first-person singular verb ankomme, derived
from the base form ankommen1 and translated into English as arrive, is as follows:

cn = ankommen-V-IND-PRÄS-SG1

cn−1 = ankommen-V-IND-PRÄS-SG

cn−2 = ankommen-V-IND-PRÄS

...

c0 = ankommen

The probabilities for each class in the hierarchy are estimated separately, and the probabilities
for all classes, ti(f |e) for 0 ≤ i ≤ n, are interpolated to give a probability distribution:

t(f |e) = λ0t0(f |e) + . . .+ λntn(f |e) (8.1)

8.2.3.2 Source context

Och and Ney (2000a) reason that estimating the transition probabilities using only the size
of the jump works well for a small corpus of training data; however a more refined model,
where the transition probability is dependent on the source word, may be possible with a
larger corpus. Using the words themselves would result in a very large number of alignment
parameters, hence words are mapped to equivalence classes determined by the statistical
clustering algorithm presented by Kneser and Ney (1991). This is similar to the classes used
for the Model 4 distortion parameter (Brown et al., 1993), which controls the positioning of
target phrases generated from the source sentence. Och and Ney (2000b) allow the HMM

1This has been pre-processed to combine the separable prefix an with the main part of the verb (Nießen
and Ney, 2001a), as described in Section 8.2.1
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transition probabilities away from a state i to depend on the word class C(ei) of the word in
that state, so the probability becomes a(aj |aj−1, C(eaj−1)).

Varea et al. (2002) use a maximum entropy model of alignment, and incorporate source
context information by testing for the presence of specific words within a window of the
current source word, using similar features to Berger et al. (1996).

Popović and Ney (2004) use the base form of a source word and its part-of-speech tag
during the estimation of word-to-word translation probabilities for IBM models and HMMs.
They do not examine the surrounding words to give context-dependent estimates of transla-
tion probabilities.

8.2.3.3 Source and target context

Toutanova et al. (2002) use part-of-speech information in both the source and target languages
with the aim of improving alignment models. A tag translation probability distribution
P(dj |ci) is introduced into the model, for part-of-speech dj of word fj and part-of-speech ci
of ei, so that prior knowledge of the translation of a word based on its part of speech can be
incorporated. The translation model is re-written as:

P(fJ1 , d
J
1 , a

J
1 |e

I
1, c

I
1)

= P(fJ1 , d
J
1 , a

J
1 |e

I
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I
1)
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J
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P(fj , dj , aj |f
j−1
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j−1
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I
1)

=
J
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1, d

j−1
1 , f

j−1
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1 , eI1, c

I
1),

where cI1 and d
J
1 are part-of-speech tag sequences for the source sentence eI1 and target sentence

fJ1 respectively, and it is assumed that the part-of-speech tagger in each language generates a
single fixed sequence of tags for each sentence. The alignment is assumed to depend only on
the previous alignment and source sentence length. Further, components of the distribution
are replaced by approximations: the probability of a target word’s tag depends only on the tag
of the source word to which it is aligned, i.e. P(dj |a

j
1, d

j−1
1 , f

j−1
1 , eI1, c

I
1) = P(dj |caj ); the trans-

lation probability depends only on the two words being aligned, i.e. P(fj |d
j
1, a

j
1, f

j−1
1 , eI1, c

I
1) =

t(fj |eaj ). Overall, we have

P(fJ1 , a
J
1 |e

I
1, c

I
1) =

J
∏

j=1

a(aj |aj−1, I)P(dj |caj )t(fj |eaj ) (8.2)

The effect of this is to add an additional factor to the standard model that encourages words
to align if their part-of-speech tags are compatible. Toutanova et al. (2002) also examine
the use of part-of-speech information in the alignment component of the model, for better
estimation of the HMM transition probabilities.

This approach differs from ours in several ways. Firstly, their tag translation probabilities
do not depend on the surrounding words, whereas we find that many of the most commonly
used questions for clustering depend on the following words. Secondly, their word-to-word
translation probabilities are not changed by the context. There is also no consideration of
any form of context other than part-of-speech.
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Figure 8.1: Alignment of the English selling in different contexts. In the first, it is preceded
by of and links to the infinitive of the Arabic verb byE; in the second, it is preceded by were
and links to an inflected form of the same Arabic verb, ybyEwn.

Both Toutanova et al. (2002) and Popović and Ney (2004) report gains in AER, but the
effect of the models on translation quality is not investigated. Like these, we consider part-
of-speech tags and morphological information about the words; however we also look at the
surrounding words and evaluate the models using translation systems based on alignments
generated by these models.

8.3 Use of source language context in alignment
modelling

Consider the alignment of the target sentence f = fJ1 with the source sentence e = eI1. Let
a = aJ1 be the alignments of the target words to the source words. Let ci be the context
information of ei for i = 1, . . . , I. This context information can be any information about the
word. We can consider part-of-speech, previous and next words, part-of-speech of previous
and next words, and longer range context information. We can also consider the output of
syntax parsers, morphological analysers and dependency parsers.

As an example of a situation where part-of-speech context is useful, Figure 8.1 shows the
links of the English source word selling in two different contexts where it links to different
words in Arabic, which are both forms of the same verb. The part-of-speech of the previous
word is useful for discriminating between the two cases, whereas a context-independent model
would assign the same probability to both Arabic words.

8.3.1 Addition of context-dependence to models
We follow Brown et al. (1993), but extend their modelling framework to include information
about the source word from which a target word is emitted. We model the alignment process,
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for a single sentence, as:

P(fJ1 , a
J
1 |e

I
1, c

I
1) = P(J |eI1, c
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I
1)P(fj |a
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j−1
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I
1) (8.3)

For simplicity, we assume that the target sentence length, J , depends only on the length
of the source sentence, I, i.e.

P(J |eI1, c
I
1) = ǫ(J |I). (8.4)

This sentence length distribution is often ignored for convenience, since we align sentences
of fixed length. We also assume that the target word depends only on the source word from
which it is emitted, and the context of that source word, i.e.

P(fj |a
j
1, f

j−1
1 , eI1, c

I
1, I) = t(fj |eaj , caj ). (8.5)

We introduce word-to-word translation tables that depend on the source language context for
each word, i.e. the probability that e translates to f given e has context c is t(f |e, c). This
approach allows for multiple context sequences by viewing the context sequence as a hidden
variable and marginalising over it to give P(fJ1 , a

J
1 |e

I
1):
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1). (8.6)

However, we assume here that the context sequence cI1 is given for a word sequence eI1, i.e.
for an arbitrary context sequence c̃I1,

P(c̃I1|e
I
1) =

{

1, if c̃I1 = cI1
0, otherwise

(8.7)

Introducing this context-dependent translation into the standard models, we obtain the fol-
lowing sentence-to-sentence translation probabilities. For Model 1, ignoring the sentence
length distribution,

PM1(f
J
1 , a

J
1 |e

I
1, c

I
1) =

J
∏

j=1

t(fj |eaj , caj ). (8.8)

For Model 2,

PM2(f
J
1 , a

J
1 |e

I
1, c

I
1) =

J
∏

j=1

a(aj |j, I, J)t(fj |eaj , caj ). (8.9)

For the HMM model,

PH(f
J
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J
1 |e

I
1, c

I
1) =

J
∏

j=1

a(aj |aj−1, I)t(fj |eaj , caj ). (8.10)
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8.3.2 Clustering of source contexts
Estimating translation probabilities separately for every possible context of a source word
individually leads to problems with data sparsity and rapid growth of the translation table.
We therefore wish to cluster source contexts which lead to similar probability distributions.
Let Ce denote the set of all observed contexts of a particular source word e. A particular
clustering is denoted

Ke = {Ke,1, . . . ,Ke,Ne},

where Ke is a partition of Ce into Ne disjoint sets. We define a class membership function µe
such that for any context c, µe(c) is the cluster containing c. We assume that all contexts in
a cluster give rise to the same translation probability distribution for that source word, i.e.
for a cluster K, t(f |e, c) = t(f |e, c′) for all contexts c, c′ ∈ K and all target words f ; we write
this shared translation probability as t(f |e,K).

The Model 1 sentence translation probability for a given alignment (Equation 8.8) becomes

PM1(f
J
1 , a

J
1 |e

I
1, c

I
1) =

1

(I + 1)J

J
∏

j=1

t(fj |eaj , µe(caj )). (8.11)

For HMM alignment, we assume for now that the transition probabilities a(aj |aj−1, I) are
independent of the word contexts and the sentence translation probability is

PH(f
J
1 , a

J
1 |e

I
1, c

I
1) =

J
∏

j=1

a(aj |aj−1, I)t(fj |eaj , µe(caj )). (8.12)

Section 8.3.3.1 describes how the context classes are determined by optimisation of the EM
auxiliary function. Although the translation model is significantly more complex than that
of context-independent models, once class membership is fixed, alignment and parameter
estimation use the standard algorithms.

The original context-independent model comprises |Vsrc| translation tables, each with up
to |Vtgt| entries (where Vsrc and Vtgt are the source and target language vocabularies), but the
translation of e ∈ Vsrc cannot vary depending on its context. Consideration of each context
individually would need

∑

e∈Vsrc
|Ce| translation tables; the models would suffer from data

sparsity and would grow too large. With clustering, we must estimate
∑

e∈Vsrc
Ne translation

tables. During clustering, we try to find a balance between large model size and data sparsity
problems, and inability to discriminate between translations of a word when it occurs in
different contexts.

8.3.3 Parameter estimation for context-dependent models
We train the models using Expectation Maximisation (EM), using a parallel text training
corpus comprising S sentences, {e(s), f (s)}Ss=1. We assume that the sentences of the training
corpus are independent and calculate the likelihood of the the training data as

S
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) (8.13)
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Here, a(aj |j, aj−1, I
(s), J (s)) is a general expression for the alignment component of the model

that is valid for Model 1, Model 2 and the HMM alignment model, though each model makes
additional conditional independence assumptions that simplify this expression; the derivation
holds for all these models. We wish to estimate model parameters θ using the training
data. Given model parameters θ′, we estimate new parameters θ by maximisation of the EM
auxiliary function

E

[
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The log probability for a given parallel text sentence pair e(s), f (s) and alignment a is given
by
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Therefore the auxiliary function is given by
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(8.16)

We assume the sentence length distribution and alignment probabilities do not depend on
the contexts of the source words; the alignment probabilities are estimated as in the context-
independent case. Hence the relevant part of the auxiliary function is
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(8.17)
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where
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Here γ′ can be computed under Model 1, Model 2 or the HMM, and is calculated using the
forward-backward algorithm for the HMM.

8.3.3.1 Parameter estimation with clustered contexts

Once the contexts have been clustered, parameter estimation is little more complex than the
estimation of parameters for context-independent models. We can re-write the EM auxiliary
function (Equation 8.18) in terms of the cluster-specific translation probabilities:
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γ′(f |e,K) log t(f |e,K) (8.20)

where
γ′(f |e,K) =

∑

c∈K

γ′(f |e, c) (8.21)

Following the usual derivation, the EM update for the class-specific translation probabil-
ities becomes

t̂(f |e,K) =
γ′(f |e,K)

∑

f ′ γ′(f ′|e,K)
. (8.22)

Standard EM training of context-independent models can be viewed as a special case of this,
with every context of a source word grouped into a single cluster, i.e. Ke = {Ce}. Another
way to view these clustered context-dependent models is that contexts belonging to the same
cluster are tied and share a common translation probability distribution, which is estimated
from all training examples in which any of the contexts occur.

8.4 Decision trees for context clustering
We have so far looked at the benefits of using context-dependent translation tables and of
clustering those contexts, but have not considered the best way to partition contexts.

The objective for each source word is to split the contexts into classes to maximise the
likelihood of the training data. Since it is not feasible to maximise the likelihood of the
observations directly, we maximise the expected log likelihood by considering the EM auxiliary
function, in a similar manner to that used for modelling contextual variations of phones for
ASR (Bahl et al., 1991; Singer and Ostendorf, 1996; Young et al., 1994). We perform divisive
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clustering independently for each source word e, by building a binary decision tree which
forms classes of contexts which maximise the EM auxiliary function. Questions for the tree
are drawn from a set of questions concerning the context information of e:

Qe = {q1, q2, . . .}. (8.23)

We start with all the contexts grouped together at one root node. We then evaluate each
question in turn, select the one that gives the largest gain in objective function when used to
split the node, and split the node using that question. The process is then repeated for each
leaf node of the tree until the tree has been grown sufficiently.

Let K be any set of contexts of e, and define

L(K) =
∑

f

∑

c∈K

γ′(f |e, c) log t̂(f |e,K)

=
∑
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γ′(f |e, c) log
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c∈K γ′(f |e, c)
∑

f ′

∑

c∈K γ′(f ′|e, c)
. (8.24)

This is the contribution to the EM auxiliary function of source word e occurring in the
contexts of K. Let q be a binary question about the context of e, and consider the effect on
the partial auxiliary function (Equation 8.20) of splitting K into two clusters using question
q. Define Kq to be the set of contexts in K which answer ‘yes’ to q and Kq̄ to be the contexts
which answer ‘no’. Define the quality function of a cluster K to be

Qe,q(K) =
∑

f

∑

c∈Kq

γ′(f |e, c) log t̂(f |e,Kq) +
∑

f

∑

c∈Kq̄

γ′(f |e, c) log t̂(f |e,Kq̄)

= L(Kq) + L(Kq̄)

This quantity allows us to determine the change in our objective function associated with
splitting K using question q. When the node is split using question q, the increase in objective
function is given by

Qe,q(K)− L(K) = L(Kq̄) + L(Kq)− L(K); (8.25)

we choose q to maximise this.

8.4.1 Growing the decision tree
In order to build the decision tree for e, we take the set of all contexts Ce as the initial cluster
at the root node. We then find the question q̂ such that Qe,q(Ce) is maximal, i.e.

q̂ = argmax
q∈Q

Qe,q(Ce) (8.26)

This splits Ce, so our decision tree now has two nodes. We iterate this process, at each
iteration splitting (into two further nodes) the leaf node that leads to the greatest increase in
objective function. This leads to a greedy search to optimise the EM auxiliary function over
possible state clusterings.
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8.4.2 Complexity controls
In order to control the growth of the tree, we put in place stopping criteria that determine
when we should stop growing the tree. We define two thresholds, similar to those used by
HTK (Odell et al., 1995):

• Improvement threshold : Timp is the minimum improvement in objective function re-
quired for a node to be split; without it, we would continue splitting nodes until each
contained only one context, even though doing so would cause data sparsity problems.

• Occupancy threshold : Tocc is the minimum occupancy of a node, based on how often
the contexts at that node occur in the training data; we want to ensure that there are
enough examples of a context in the training data to estimate accurately the translation
probability distribution for that cluster.

For each leaf node l, we consider the set of contexts Kl at that node and the effect of splitting
them using each q ∈ Qe, to form Kl,q and Kl,q̄. We find the question ql that, when used to
split Kl, produces the largest gain in objective function:

ql = argmax
q∈Qe

[L(Kl,q) + L(Kl,q̄)− L(Kl)]

= argmax
q∈Qe

[L(Kl,q) + L(Kl,q̄)]

= argmax
q∈Qe

Qe,q(K) (8.27)

We then find the leaf node among all leaf nodes of the tree for which splitting gives the largest
improvement:

l̂ = argmax
l

[L(Kl,ql) + L(Kl,q̄l)− L(Kl)] (8.28)

We split the contexts at node into two parts, creating two new leaf nodes as child nodes of l̂,
if the following criteria are both satisfied at that node:

• The objective function increases sufficiently:

L(Kl,ql) + L(Kl,q̄l)− L(Kl) > Timp

• The occupancy threshold is exceeded for both child nodes:

∑

f

∑

c∈Kl,q

γ′(f |e, c) > Tocc,

and
∑

f

∑

c∈Kl,q̄

γ′(f |e, c) > Tocc

The algorithm is illustrated in Figure 8.2. We perform such clustering for every source word
in the parallel text.

The naive implementation of the algorithm is computationally expensive and is time-
consuming to use on large data sets, but this can be overcome. We do this by a number of
different methods:



CHAPTER 8. CONTEXT-DEPENDENT ALIGNMENT MODELS 123

• Parallelisation: since the clustering is performed for each source word separately, the
process can be parallelised so different source words are processed on different machines.
The words are partitioned, the partitions being determined by the frequency of the
words’ occurrence in the training data so that clustering takes a similar time for each
partition.

• Question elimination: if a question fails to satisfy the occupancy criteria when split-
ting a node, it will also fail for all descendant nodes, so it need not be considered. The
question can then be eliminated from consideration for splitting child nodes.

• Node occupancy constraints: if a node’s occupancy is less than twice the occupancy
threshold Tocc, it will not be able to be split into two sufficiently large nodes by any
question. Thus, setting a high occupancy threshold can reduce training time as well as
prevent data sparsity.

Figure 8.2: Decision tree clustering algorithm for word contexts.

An example decision tree for the English word endeavour is shown in Figure 8.3, along
with some sentences in which it appears in the Arabic-English parallel text. In Sentence 1,
the word occurs as a verb; in Sentences 2 and 3, it occurs as a noun, though in the first
sentence the preceding word is a determiner. We can see that these words may translate
differently in these different contexts. The decision tree supports this: the question with the
greatest discriminatory effect asks if it is a noun, and asking whether the previous word is a
determiner splits the uses of the noun.

Chapter_Context/Figures/clustering-algorithm.eps
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1. he assured that he would endeavour to provide an answer

2. the participation of the people is an integral part in this endeavour

3. they assign high priority to their cooperation in these areas of endeavour

Figure 8.3: Decision tree for the English word endeavour, and example sentences where en-
deavour occurs in the parallel text

8.5 Initialisation of context-dependent models
The translation tables of the context-dependent models are initialised from those of the
context-independent models. We begin by initialising the translation probability distribu-
tion of source word e with context c to be identical to that of the context-dependent source
word e, i.e. we clone the context-independent distribution for each context so that

t(·|e, c) = t(·|e).

We then accumulate counts γ′(f |e, c) over the training data using standard algorithms for
EM, and perform clustering using these counts. The fact that we are directly optimising
the EM auxiliary function allows us to perform the clustering and the first iteration of EM
training simultaneously. We use the mapping µe to map each context to its cluster: initially,
the distribution for each cluster is the same as the context-independent distribution, i.e.
µe(c) = Ce. This mapping enables us to avoid storing multiple copies of the same translation
table.

The transition probabilities of the context-dependent HMM are not dependent on context
and are initialised directly from those of the context-independent HMM.

8.6 Questions for decision tree clustering
The algorithms presented in Section 8.3 allow for any information about the context of the
source word to be considered. We have so far been deliberately vague as to the questions that
may be asked, in order to emphasise the generality of the approach. Any question about the
source sentence is permissible, provided we have a source of information that can answer it.
We could consider general questions of the form ‘Is the previous word x?’, or ‘Does word y
occur within n words of this one?’, or even ‘Is w a first-person singular verb in the past tense,
followed by a proper noun?’. The aim is to use the training data to choose the questions

Chapter_Context/Figures/decision-tree.eps
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carefully, so that they split the contexts into clusters whose members all translate according
to a common probability distribution.

In order to perform clustering, we must accumulate a count for each context possible given
the set of questions. Adding a binary question independent of all the other questions doubles
the number of counts we must accumulate, so questions must be chosen carefully to avoid
making the model too complex. We must also ensure there remain enough contexts in each
cluster to estimate the translation probability distribution for that context accurately.

One method of maintaining computational tractability is to restrict the questions to those
concerning the part-of-speech tag assigned to the current, previous and next words. We do
not ask questions about the identities of the words themselves. This part-of-speech context
approach is discussed in Section 8.7. Provided attention is paid to the complexity of the
models and the number of contexts considered, the surrounding words themselves can be
used as context, rather than just their parts of speech. We investigate this lexical context
in Section 8.8. The two approaches, as well as other context information, can be combined
using multiple stages of clustering. This is discussed further in Section 8.9.

8.7 Part-of-speech context
Part-of-speech is a context feature that can be readily found with many languages due to
the availability of part-of-speech taggers. Part-of-speech is also informative of how a word
translates, so it is a natural feature for use in this framework. For each part-of-speech tag T ,
we ask the question ‘Does w have tag T?’. We also ask the same questions of the previous
and next words in the source sentence. In addition, we manually group part-of-speech tags
to ask more general questions. For example, the set of contexts which satisfies ‘Is w a noun?’
contains those that satisfy ‘Is w a proper noun?’ and ‘Is w a singular or mass noun?’.

This addition of context information to a word can be viewed in a similar way to a triphone
acoustic model in ASR. For a source word x in the parallel text, we form the word-with-context

POS(x−1)−x#POS(x)+POS(x+1), (8.29)

where POS denotes part-of-speech and x−1 and x+1 are the source words appearing before
and after x respectively. Words at the beginning of a sentence have no previous word and are
marked with a sentence start token rather than POS(x−1); similarly, the final word of a sentence
is marked with a sentence end token rather than POS(x+1). The decision tree clustering for x
begins with all contexts w−x+y occurring in the parallel text pooled together, which are then
successively divided into clusters using the question that maximises the objective function at
each step.

8.8 Lexical context
So far, we have considered part-of-speech context only. The derivation presented allows for
arbitrary questions about the source word, so there is the possibility of including a far greater
variety of questions. We now look at using lexical context, i.e. using the surrounding words
themselves rather than just their parts of speech.

Write Vsrc for the source language vocabulary. For a word x, we augment the word with
the previous word w and next word y to give word-with-context w−x+y. The questions that
can then be asked of each word are
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• Is the previous word w? (for all words w ∈ Vsrc)

• Is the next word y? (for all words y ∈ Vsrc)

Naively implemented, this gives 2|Vsrc| possible questions, each of which must be tested to
determine its effect on splitting the contexts of x. Since there are hundreds of thousands of
words in the vocabulary, this is clearly intractable. A first step to resolving this is to restrict
the questions for each word x to only those involving contexts in which x actually occurs in
training data. The questions can be further reduced by removing those questions that concern
contexts occurring infrequently in the training data, since there is unlikely to be enough data
to estimate parameters for these contexts accurately.

Write Qprev for the set of questions asking about the previous word and Qnext for those
asking about the next word, i.e.

Qprev = {‘Is the previous word w?’ : w ∈ Vsrc}

Qnext = {‘Is the next word y?’ : y ∈ Vsrc}

We can then use subsets of Qprev ∪ Qnext, the set of all questions about immediate lexical
context, to incorporate lexical context into our models. For a question q asking about the
presence of a word, write w(q) for the word to which it refers: for example, if the question
is q = ‘Is the previous word the?’ , then w(q) = ‘the’. For a source word x, we can find the
questions concerning that word, and those that occur more than a given number of times:

Qprev(x) = {q ∈ Qprev : w(q)−x occurs in training data} (8.30)

QF
prev(x) = {q ∈ Qprev : w(q)−x occurs ≥ F times in training data} (8.31)

Qnext(x) = {q ∈ Qnext : x+w(q) occurs in training data} (8.32)

QF
next(x) = {q ∈ Qnext : x+w(q) occurs ≥ F times in training data} (8.33)

We set a threshold Tfreq and perform the decision tree clustering algorithm of Section 8.3

using question set Q
Tfreq
prev (x) ∪ Q

Tfreq
next (x). For common words that occur in many contexts,

this can result in too many questions for the computation to be tractable. We apply a further
threshold Tmaxq on the maximum number of questions asked of x to restrict questions to those
concerning the contexts that occur most frequently.

In summary, we can reduce the number of questions to a manageable level by allowing
questions only for contexts that occur sufficiently often in the data, and limiting the number
of questions that can be applied to any given source word.

8.8.1 Lexical context with stemming
It is possible that using individual words as lexical context may cause data sparsity problems.
One method of reducing the number of possible contexts is to stem the words that are used
to provide context. A simple method of stemming is to reduce the surrounding words to their
first L letters and use those letters as context. This reduces the number of possible contexts,
and has the effect of ensuring that all contexts defined by words with the same first L letters
are assigned to the same cluster. More sophisticated methods of stemming and morphological
analysis, such as those used by Nießen and Ney (2001b) can also be used.
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8.9 Further applications
Ideally we would like to incorporate many different forms of source context information,
selecting those which lead to the greatest increase in translation quality. However, it is
infeasible to consider performing clustering for too many types of context at once. In order
to perform clustering, counts γ′(f |e, c) are accumulated for each target word f , source word
e and source word context c that occurs in the training data. If there are too many possible
contexts, it is impossible to accumulate all these counts. If we choose to include lexical
information, for example, or increase the size of the context window, the number of possible
contexts becomes too large, since each additional piece of context information is independent
of all the others and we must keep a count for every possible value of every context feature.

One way of overcoming this is to perform the clustering for different context features
independently and sequentially. For example, we can use part-of-speech information initially
to split the contexts, group those contexts which have the same probability distribution and
run clustering again using lexical information. At each iteration of clustering, we introduce
new context information; but those contexts that have already been grouped in the previous
stage can be counted together, significantly reducing the complexity. If we wish to use more
context information, we can perform further cloning of models and clustering incorporating
this information. We can then build a series of decision trees T (1), T (2), . . . , T (N), where T (n)

is an extension of T (n−1) for each n.
With this framework, it is possible to include dependencies beyond the neighbouring

words: this section describes possible methods of doing this. These approaches can be com-
bined to further improve the alignment models. We now discuss additional sources of context
information that may be used:

• Dependency parsing: Rather than simply using the immediate window surrounding
the word as context, we can use a dependency parser such as Malt (Nivre et al., 2007)
to determine the sentence structure and add information about inter-word dependencies
to the context information. Rather than conditioning the translation distribution on
the previous word, we can condition on the head word of the dependency. We can then
run a clustering algorithm on this as before.

• Extension of context using existing clusters: It seems logical that contexts that
translate in similar ways will affect the translation of their surrounding words in similar
ways. We can incorporate this information by performing clustering and then annotating
the data for further clustering using the context clusters from the first iteration.

We can perform initial clustering using word-with-context x−1−x+x+1 to produce
decision tree T (1). The data can be re-annotated, replacing the original contexts by the
clustered contexts, then we perform further clustering with contexts T (1)(x−2−x−1+
x)−T (1)(x−1−x+x+1)+T

(1)(x−x+1+x+2).

• Incremental addition of context: We can perform initial clustering using words-
with-context of the form x−1−x+x+1, We can then view the cluster of x−1−x+x+1 as
a single entity and split these contexts further by creating a decision tree to cluster

x−2−x̄+x+2 (8.34)

where x̄ = x−1−x+x+1. This cannot be accomplished in one step due to the space needed
to accumulate counts for all possible 5-tuples of words, since this would require counts
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to be accumulated for each possible context. In the case of lexical context, this would
be |Vsrc|

5 separate contexts, each of which must have a count accumulated for each
target word it could possibly be aligned to. If we work with the immediately preceding
and following words then introduce additional tags to the context, we accumulate |Vsrc|

3

counts for the first training and |VS′ ||Vsrc|
2 for the second, where VS′ is the set of clusters

from the first training.

• Part-of-speech within a wider window: First, we can build decision trees to cluster
contexts with a window size of 3, i.e. just involving the parts of speech of the previous,
current and next source words. Once these clusters have been determined, the data
can be annotated again with the surrounding parts of speech and these new contexts
clustered.

We first find context classes for POS(x−1)−x#POS(x)+POS(x+1), then split these classes
further using context

POSx−2−x̄+POS(x+2), (8.35)

where x̄ = POS(x−1)−x#POS(x)+POS(x+1).

• Testing for existence of a given word within the sentence: If we suspect that
the presence of a given word y in a sentence may affect the translation of our source
word e, we can introduce the question ‘Does the sentence contain y?’ and accumulate
counts for both the case where the sentence does contain y and where it doesn’t. The
decision tree clustering algorithm can then be used to determine whether this splitting
increases the EM auxiliary function sufficiently to split the cluster, and whether this
split is more beneficial than conditioning on the presence of any other word.

8.10 Summary
This chapter has introduced context-dependent Model 1 and HMM alignment models for
alignment of parallel text, which use context information in the source language to improve
estimates of word-to-word translation probabilities. Decision tree clustering methods have
been introduced for grouping the contexts to avoid the models becoming too complex and
prevent difficulties with infrequently occurring contexts in the training data. We build bi-
nary decision trees, directly optimising the EM auxiliary function. Once clustering has been
completed, the well-known EM algorithm is used for parameter estimation.

Context information in both languages of the parallel is incorporated by using alignment
models trained in opposite directions. The algorithms derived are general and can be applied
to any type of source language context, including part of speech, surrounding words and
intra-sentence dependencies. We have described the application of the algorithms to integrat-
ing part-of-speech and lexical context, and briefly discussed how multiple sources of context
information may be combined. Finally, we examined previous work on the integration of
context information into alignment and translation models. Part of this work was published
in a paper at NAACL-HLT 2009 (Brunning et al., 2009).



CHAPTER 9
Analysis of

Context-Dependent
Alignment Models

9.1 Introduction
The previous chapter introduces the context-dependent modelling framework and discusses
training of those models. In this chapter, we carry out experiments using different types of
context for Arabic to English and Chinese to English translation. We evaluate the effectiveness
of the models by measurement of alignment quality on a held-out manually-aligned data set,
and by measurement of translation quality when the alignments are used to initialise a machine
translation system.

Our primary aim is that our alignment models improve the performance of translation sys-
tems built using those models. However, it is computationally expensive and time-consuming
to evaluate every possible change to the model by building a translation system, which must
be tuned, and computing the Bleu score of a test set. Alignment quality is simple to evaluate
by comparison with a corpus of manually aligned sentence pairs and has been shown to be
a reasonable indicator of translation quality; hence we first evaluate our context-dependent
alignment models using AER.

129
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9.2 Experimental method and data sets
Our models were built using the MTTK toolkit (Deng and Byrne, 2005b) and decision tree
clustering was implemented. Clustering was carried out on each word separately; therefore
the process can be parallelised to enable thousands of decision trees to be built in a reasonable
time. Our context-dependent (CD) Model 1 models trained on context-annotated data were
compared to the baseline context-independent (CI) models trained on untagged data.

The standard training scheme was used for the context-independent models: ten iterations
of Model 1 training starting from a uniform translation table, five iterations of Model 2
training initialised from the final iteration of Model 1, and five iterations of word-to-word
HMM training initialised from the final iteration of Model 2 (Brown et al., 1993; Deng and
Byrne, 2005b). Context-dependent models were either initialised from the tenth iteration of
Model 1 or from the fifth iteration of the word-to-word HMM.

Alignment quality was evaluated by computing AER relative to the manual alignments.
Although there is not always a strict correlation between translation quality measured by
Bleu score and 1 - AER, as discussed in Chapter 3, we require a method of evaluating
our new alignment models that does not involve the expense of building a translation system
trained on alignments generated by those models. AER is usually a reasonably good indicator
of translation quality, and we use it for this reason. Since the links supplied contain only ‘sure’
links and no ‘possible’ links, we use the following formula for computing AER given reference

alignment links S and hypothesised alignment links A: AER = 1− 2|S∩A|
|S|+|A| .

In our translation experiments, translation was carried out using the HiFST decoder
(Iglesias et al., 2009a) and we measure the quality of the translation hypotheses using Bleu

score against a corpus of reference translations.

9.2.1 Data sets
The TnT tagger (Brants, 2000) was used as distributed, with its model trained on the Wall
Street Journal portion of the English Penn treebank, to obtain part-of-speech tags for the
English side of the parallel text. Marcus et al. (1993) gives a complete list of part-of-speech
tags produced. No morphological analysis is performed for English. See Table A.3 for a
summary of the parallel text used for model training.

9.2.1.1 Arabic

The Arabic data were pre-processed using the MADA toolkit (Habash and Sadat, 2006)
to perform morphological word decomposition and part-of-speech tagging, as described in
Section 2.9.1. The alignment models are trained on this processed data, and the prefixes and
suffixes are treated as words in their own right; in particular their contexts are examined and
clustered.

The following data sets were used for training Arabic to English alignment models:

• NIST 08 non-UN: the data allowed for the NIST 08 Arabic-English evaluation1, exclud-
ing the UN collections, comprising 300k parallel sentence pairs, a total of 8.4M words
of Arabic and 9.5M words of English;

1http://nist.gov/speech/tests/mt/2008

http://nist.gov/speech/tests/mt/2008
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• NIST 08: the complete data allowed for the NIST 08 machine translation evaluation.

Automatic word alignments were compared to a manually-aligned corpus made up of the IBM
Arabic-English Word Alignment Corpus (Ittycheriah et al., 2006) and the word alignment
corpora LDC2006E86 and LDC2006E93. This contains 28k parallel text sentences pairs:
667k words of Arabic and 790k words of English. The alignment links were modified to
reflect the MADA tokenisation; after modification, there were 946k word-to-word alignment
links.

9.2.1.2 Chinese

The following data sets were used for training models for experiments with Chinese to English
translation:

• 1
10NIST 08: 600k random parallel text sentences were taken from the newswire LDC
collection allowed for NIST MT08, a total of 15.2M words of Chinese and 16.6M words
of English;

• NIST 09: data allowed for the NIST 09 Chinese-English evaluation;

• AGILE P4: the complete Phase 4 Chinese-English data set for the AGILE project.

The Chinese text was tagged1 using the MXPOST maximum-entropy part-of-speech tagging
tool (Ratnaparkhi, 1996) trained on the Penn Chinese Treebank 5.1 (Xia, 2000); the English
text was tagged using the TnT part-of-speech tagger (Brants, 2000) trained on the Wall Street
Journal portion of the English Penn treebank.

Automatic word alignments were compared to a manually-aligned corpus of 11.6k sen-
tences, provided with the AGILE v8.0.3 data. This is a total of 336k words of English and
277k words of Chinese.

9.2.1.3 French

Experiments were carried out with parallel text allowed for the ACL Workshop on Statistical
Machine Translation (WMT) 10. The models were trained on a set made up of the Europarl,
news commentary and UN corpora; we refer to this data set as WMT 10. No manual align-
ments were available, so evaluation of the context-dependent models was carried out by using
them to produce aligned parallel text and training a translation system.

9.2.2 Part-of-speech tagging
To look at the effect of part-of-speech context, we need the source text to be annotated with
part-of-speech tags. Due to differences between the languages and the taggers used, the tags
vary between languages. For each part-of-speech tag T , we ask the question ‘Does w have
tag T?’. We also ask the same questions of the previous and next source words in the source
sentence, with additional questions to determine if the word occurs at the start or end of the
sentence. We manually group part-of-speech tags to ask more general questions; the questions
asked for English are shown in Table 9.1.

1Thanks to Yanjun Ma for his help in training the part-of-speech tagger
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Question Pattern

Is Punctuation ‘‘|,|:|.|’’|(|)

Is Noun NN|NNP|NNPS|NNS

Is Adverb RB|RBR|RBS

Is Verb VB|VBD|VBG|VBN|VBP|VBZ

Is Adjective JJ|JJR|JJS

Is Pronoun PRP|PRP$

Table 9.1: General context questions for English.

In English, this gives a total of 152 distinct questions, each of which is considered when
splitting a leaf node. The MADA part-of-speech tagger uses a reduced tag set, which produces
a total of 68 distinct questions for Arabic; the Penn Chinese treebank uses a total of 32
tags, resulting in 98 questions. See C for lists of the part-of-speech tags output by the
various taggers. The tags themselves are not highly important: we mainly need a method of
distinguishing between contexts, and a set of questions to enable the clustering of contexts
that translate in the same way.

In English, this gives a total of 152 distinct questions, each of which is considered when
splitting a leaf node. The MADA part-of-speech tagger uses a reduced tag set, which produces
a total of 68 distinct questions for Arabic; the Penn Chinese treebank uses a total of 32 tags,
resulting in 98 questions.

9.2.3 Summary of experiments
In Chapter 8, we discussed a number of ways of integrating context information into Model
1 and HMM alignment. We can evaluate alignment models by looking at the quality of the
alignments they produce or at the translation quality of the machine translation systems ini-
tialised from those alignments. In order to permit a thorough investigation into the properties
of the context-dependent models, we split our experiments into the following parts:

• Evaluation of alignment quality for Arabic-English translation with Model 1 with part-
of-speech context (Section 9.3)

• Evaluation of alignment quality for Arabic-English translation with word-to-word HMMs
with part-of-speech context (Section 9.4)

• Evaluation of alignment quality for Chinese-English translation with word-to-word HMMs
with part-of-speech context (Section 9.5)

• Full translation of Arabic, Chinese and French into English for a number of data sets
(Section 9.6)

9.3 Alignment quality of Arabic-English
part-of-speech context-dependent Model 1

We first investigate the effect of adding part-of-speech context information to Model 1.
Context-dependent training was carried out in both translation directions. For Arabic to
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English generation, the Arabic side of the parallel text is tagged and the English side remains
untagged; we view the English words as being generated from the Arabic words and ques-
tions are asked about the context of the Arabic words to determine clusters for the translation
table. For English to Arabic, the situation is reversed: we used tagged English text as the
source language and untagged Arabic text, with morphological decomposition, as the target
language.

The context-dependent models were initialised from the final iteration of CI Model 1. A
decision tree was built to cluster the contexts and a further 10 iterations of training were
carried out using the tagged words-with-context to produce context-dependent models (CD
Model 1). The models were then evaluated using AER at each iteration. A number of im-
provement thresholds Timp were tested, and performance compared to that of models obtained
from further iterations of CI Model 1 training on the untagged data. An occupancy threshold
of Tocc = 0 was used for all models.

In both alignment directions, the log probability of the training data increases during
training. As we would expect, the training set likelihood increases as the threshold Timp is
reduced, allowing more clusters and closer fitting to the data. Figure 9.1 shows how the log
probability of the training data increases as training progresses.

9.3.1 Variation of improvement threshold Timp

We now look at the alignment quality of the models for varying improvement threshold. There
are a number of methods for symmetrising alignments for use in machine translation (Koehn
et al., 2003), but our MT system is built on the union of the two sets of alignments (Iglesias
et al., 2009a). Therefore, we consider the AER of union of alignments in the two directions as
well as those in each direction. Figure 9.2 shows the change in AER of the alignments in each
direction, as well as the alignment formed by taking their union at corresponding thresholds
and training iterations. In both directions, the context-dependent models outperform the
context-independent models at all thresholds.

There is a trade-off between modelling the data accurately, which requires more clusters,
and eliminating data sparsity problems, which generally requires fewer clusters. With a
smaller number of large clusters, each cluster should contain contexts that occur frequently
enough in the training data to estimate the translation probabilities accurately. Use of a
smaller threshold Timp leads to more clusters per word and an improved ability to fit to the
data, but this can lead to reduced alignment quality if there is insufficient data to estimate
the translation probability distribution accurately for each cluster.

For lower thresholds, we observe over-fitting and the AER rises after the second iteration
of context-dependent training, similar to the behaviour seen by Och (2002). The effect of this
over-fitting is not as evident in the union alignment, since the loss in recall for one alignment
is compensated by the additional links from the other alignment. Setting the improvement
threshold Timp = 0 results in each context of a word having its own cluster, which leads to
data sparsity problems.

The threshold also has an effect on the number of words for which the contexts are split
into multiple clusters. Table 9.2 shows the percentage of words for which the contexts are
split for CD Model 1 with varying improvement thresholds. For words where the contexts are
not split, all the contexts remain in the same cluster and parameter estimation is exactly the
same as for the unclustered context-independent models.
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Figure 9.1: Increase in log probability of training data during training for varying Timp, with
Model 1, for Arabic to English (top) and English to Arabic (bottom)

Timp Arabic-English (%) English-Arabic (%)

10 30601 (25.33) 26011 (39.87)
20 11193 (9.27) 18365 (28.15)
40 1874 (1.55) 9104 (13.96)
60 724 (0.60) 4126 (6.33)
100 307 (0.25) 1128 (1.73)
140 204 (0.17) 629 (0.97)

Table 9.2: Words [number (percentage)] whose contexts are split by decision tree clustering,
for varying improvement threshold Timp

Chapter_ContextResults/results.logprob.ps
Chapter_ContextResults/results.logprob.E.ps
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Figure 9.2: Variation of AER during Model 1 training for varying Timp, for Arabic to English
(top), English to Arabic (middle) and their union (bottom)
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9.3.2 Analysis of frequently used questions
We would like to know the questions that are used most often by the decision tree clustering
algorithm, as this gives an indication of the questions that have the greatest ability to dis-
criminate between contexts which cause a word to translate differently. Table 9.3 shows the
questions used most frequently at the root node of the decision tree when clustering contexts
in English and Arabic, for occupancy threshold 10. The list shows the importance of the left
and right contexts of the word in predicting its translation: almost all of the questions shown
are not about the word itself, but concern the left or right context. Of the most common 50
questions used for the English context, 25 concern the previous word, 19 concern the next
word, and only 6 concern the part-of-speech of the current word. For Arabic, of the most
frequent 50 questions, 21 concern the previous word, 20 concern the next word and 9 the
current word.

This does not mean that the part-of-speech of the current word is not important, rather
that questions about part-of-speech are only needed for words that occur with multiple parts-
of-speech. 72% of the English words have a single part-of-speech, so questions concerning part-
of-speech are not needed for the majority of words. However, where a word does frequently
occur with more than one part-of-speech, the part-of-speech plays a part in determining its
translation.

9.4 Alignment quality of Arabic-English
part-of-speech CD-HMMs

The addition of source word context to the alignment models has so far led to large reductions
in AER for Model 1. However, the HMM alignment model is able to better represent the data
due to its ability to allow alignments to depend on the previous alignment rather than just
the word-to-word translation probabilities; hence performance of context-dependent Model 1
does not match that of context-independent HMMs trained on untagged data. We wish to
incorporate context into the HMM; therefore we train context-dependent HMMs on tagged
data.

We proceeded by training Model 1 and Model 2 in the usual way. From Model 2, context-
independent HMMs (CI-HMMs) were initialised and trained for 5 iterations on the untagged
data. Statistics were then gathered for clustering at various thresholds, after which 5 further
EM iterations were performed with tagged data to produce context-dependent HMMs (CD-
HMMs). The HMMs were trained in both the Arabic to English and the English to Arabic
directions.

The log likelihood of the training set varies with Timp in much the same way as for Model
1, increasing at each iteration, with greater likelihood at lower thresholds. The occupancy
threshold has a similar effect, with the log probability increasing more for lower thresholds.
Figure 9.3(a) shows the increase in log probability during training for different values of Tocc
with Timp fixed, for alignment with English as the source language and Arabic as the target
language; Figure 9.3(b) shows the log probability for different values of Timp with Tocc fixed.
We see the same patterns in the English to Arabic translation direction.

The context-dependent models again lead to increased alignment quality, with all align-
ment models producing alignments with a lower AER than the context-independent HMM.
The AER generally decreases for the first two iterations of training in both Arabic-to-English
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English question Frequency

Is Prev Determiner 2208
Is Prev Preposition 1912
Is Next Preposition 1908
Is Prev Adjective 1457
Is Next Noun Singular Mass 1110
Is Prev Noun Singular Mass 1066
Is Prev Coordinating Conjunction 978
Is Prev Verb 966
Is Next Comma 791
Is Next Noun Plural 714
Is Next Noun 657
Is Prev Comma 635
Is Adjective 568
Is Next Sentence Terminator 554
Is Next Punctuation 550
Is Next Determiner 542

Arabic question Frequency

Is Prev Noun 3759
Is Prev Preposition 3002
Is Next Preposition 2869
Is Next Noun 2472
Is Prev Coordinating Conjunction 1877
Is Next Punctuation 1672
Is Prev Noun SingularMass 1583
Is Next Adjective Adverb 1575
Is Prev Adjective Adverb 1242
Is Prev Verb 1171
Is Next Coordinating Conjunction 1072
Is Noun 720
Is Prev Wh-Pronoun 685
Is Prev Punctuation 631
Is Prev Particle 546
Is Prev Noun Proper 525

Table 9.3: Most frequent root node context questions for English (top) and Arabic (bottom)

and English-to-Arabic alignment; after this it starts to rise, a sign that the models are becom-
ing overtrained. We aim to maximise the log probability of the training data during training;
while we succeed in increasing the log probability of the training data at each iteration, this
does not necessarily lead to an increase in alignment quality.

Analysis of the decision trees shows that the same questions are asked at the root nodes as
for Model 1. This suggests that the context of a word affects its translation in the same way
even with improved modelling of the alignment. Again the most commonly used questions
concern the part-of-speech of the next and previous words.

9.4.1 Effect of varying improvement and occupancy thresholds
Figure 9.4 shows how the AER varies throughout training for different values of Tocc, with
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Figure 9.3: Increase in log probability of training data for context-dependent HMM, for English
to Arabic direction

Timp fixed at 5, for both translation directions between English and Arabic. With Tocc = 0,
there is no lower limit on the size of the clusters so a cluster may contain a context that
appears only once in the training data, causing overtraining to occur and the AER to rise
rapidly after the first iteration of context-dependent training. The effect of increasing Tocc is
to prevent such unbalanced splits occurring, so that each context either has sufficient training
data to estimate its probability distribution accurately or has its distribution smoothed by
being clustered with similar contexts. A higher value of Tocc prevents overtraining occurring.

However, large values of Tocc can also prevent the model from fitting the data: if it is
too high, it may not be possible to split the contexts at all, since insufficient examples are

Chapter_ContextResults/Figures/logprob-e2f-imp5.ps
Chapter_ContextResults/Figures/logprob-e2f-occ0.ps
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present in the training data. This causes the benefits of context-dependence to be lost. We
therefore aim to choose Tocc so that it is high enough to prevent data sparsity when estimating
probabilities yet low enough that contexts can be split to model the data accurately. We can
see the same trends with larger values of the improvement threshold, though they are less
pronounced since it reduces the amount of splitting that can take place during clustering.

Figure 9.5 shows the variation in AER throughout training for different values of the
improvement threshold Timp, with Tocc fixed at zero. For small values of the threshold, the
contexts can be split more easily during decision tree growth, but this can lead to overtraining.
Setting the threshold too large results in all contexts of a word being assigned to the same
cluster. We see the same trends with a non-zero occupancy threshold but the effects are less
pronounced, as the occupancy threshold prevents leaf nodes being split when there are few
training examples.

Like the union alignments from Model 1, the union alignments have a lower AER than
the alignments in either direction. The improvement and occupancy thresholds have similar
but complementary effects. Increasing either of them will generally lead to fewer clusters with
more contexts in each cluster. The improvement threshold ensures that splitting a cluster
results in sufficient gain in objective function, while the occupancy threshold ensures there
are enough contexts that occur sufficiently often in the training data. In the latter case, we
may have a small number of frequently occurring contexts or a larger number of relatively
infrequent contexts. We aim to choose a combination of Tocc and Timp so that the training
data are modelled best.

All of the context-dependent models examined here produce alignments with a lower AER
than the context-independent HMM models, whose alignments have increasing AER as more
iterations of training are carried out.

9.4.2 Alignment precision and recall
We can modify the null transition probability of the HMM models, p0, to adjust the number
of alignments to the null token, as described in Section 3.5. Where a target word is emitted
from null, it is not included in the alignment links, so this target word is viewed as not being
aligned to any source word. This affects the precision and recall: if a target word that was
previously aligned correctly becomes aligned to the null token, precision and recall decrease,
whereas if a target word that was previously incorrectly aligned becomes aligned to null,
precision increases. The results reported above use p0 = 0.2 for English-Arabic and p0 = 0.4
for Arabic-English; we can tune these values to produce alignments with the lowest AER.
Figure 9.6 shows precision-recall curves for the CD-HMMs compared to the CI-HMMs for
both translation directions. For a given value of precision, the CD-HMM has higher recall;
for a given value of recall, the CD-HMM has higher precision. This indicates that the context-
dependent models are better at performing alignment, regardless of the p0 parameters used.

An alternative method of evaluating the models using precision and recall is to extract
alignment links by their posterior probability. By varying the probability threshold above
which potential alignment links are included, we can produce precision/recall curves for our
models. Figure 9.7 shows precision/recall curves for Tocc = 100, Timp = 10 for both translation
directions, with the posterior link probability threshold λ varying between 0.001 and 0.99;
a small change in λ has a larger effect at the extremes of this range so more data points
were taken in those areas. Again we can see that the curves of the context-dependent models
lie entirely outside those of the context-independent models, indicating they produce better
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Figure 9.4: AER of CD-HMM alignment for English to Arabic (top), Arabic to English (mid-
dle) and their union (bottom) for varying Tocc
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Figure 9.5: AER of CD-HMM alignment for English to Arabic (top), Arabic to English (mid-
dle) and their union (bottom) for varying Timp
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Figure 9.6: Precision/recall curves for the context-dependent HMM and the baseline context-
independent HMM, for Arabic to English and English to Arabic. p0 varies from 0.00 to 0.95
in steps of 0.05.

alignments for every probability threshold. The difference between the models is greatest in
the region where precision is approximately the same as recall, i.e. the context-dependent
model shows the greatest improvement over the context-independent model in the region in
which they are normally used.

9.5 Evaluation of alignment quality for Chinese
Context-dependent HMM models were trained on the 1

10NIST 08 data set, initialised from
CI-HMMs trained on the same data. The variation of alignment quality as training progresses
is shown in Figure 9.8. We see that the context-dependent models again produce improved
quality of alignment for the first two iterations of training. For Chinese to English translation,
the AER of the CI-HMM alignments also decreases as additional iterations are performed,
though the AER of the CD-HMM alignments is lower so the context-dependent models again
produce alignments of a higher quality in both directions.

Like the source contexts for Arabic-to-English alignment, the parts-of-speech of the next
and previous words are more informative in determining the cluster than the part-of-speech
of the current word. Of the 50 questions occurring most commonly at the root node of the
decision tree for Chinese to English translation, 20 concern the previous word, 21 concern the
next word and 9 concern the current word. For English to Chinese translation, only 5 of the
top questions depend on the current word, with 24 depending on the previous word and 21
on the next. Table 9.4 shows the most commonly used questions in each translation direction
for Timp = 10 and Tocc = 100.

Chapter_ContextResults/HMM_results.AER.pexperiment2.both.precisionrecall.ps
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Figure 9.7: Precision/recall curves generated by variation of alignment link posterior proba-
bility threshold λ for the context-dependent HMM and the baseline context-independent HMM,
for Arabic to English (top) and English to Arabic (bottom). λ varies from 0.001 to 0.99, with
more data points at the ends of this range.

9.6 Evaluation of translation quality for
context-dependent HMMs

We have shown that the context-dependent models produce a decrease in AER measured on
manually-aligned data; we wish to show this improved model performance leads to an increase
in translation quality, measured by Bleu score (Papineni et al., 2002). We report results for
Arabic to English and Chinese to English translation using a variety of data sets.

Alignment models were used to align the training data using the models in each translation

Chapter_ContextResults/Figures/PRplot-PR-e2f.ps
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Figure 9.8: Graph showing AER for Chinese-English HMMs on 1
10NIST 08 data set, for

English to Chinese (top) and Chinese to English (bottom)

direction. HiFST, a WFST-based hierarchical translation system described by Iglesias et al.
(2009a), was trained on the union of these alignments. Note that the words-with-context
are not used during the translation process; they are used just to obtain the alignments,
and translation continues with standard words with no additional context information. The
features used for HiFST were:

• Output language model (described in Section 2.4),

• Input-to-output and output-to-input phrase translation models (described in Section 3.10),

• Word insertion penalty,

• Rule penalty that assigns a cost to each rule used to favour simpler derivations,

Chapter_ContextResults/Figures/0-1ZH-EN-nonUN-HMM-e2f.ps
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English question Frequency

Is Next Noun 646
Is Next Preposition 613
Is Prev Adjective 527
Is Prev Determiner 500
Is Next Noun Singular Mass 382
Is Prev Preposition 379
Is Prev Noun 288
Is Next Punctuation 277
Is Prev Noun Singular Mass 263
Is Prev Verb 249

Chinese question Frequency

Is Next NN 1522
Is Prev NN 902
Is Next PU 481
Is Prev VV 365
Is NN 339
Is Next VV 323
Is Prev AD 187
Is Prev NR 151
Is Next CD 107
Is Prev P 107

Table 9.4: Most frequent root node context questions for English (top) and Chinese (bottom)

• Number of usages of the glue rule (Chiang, 2005),

• Input-to-output and output-to-input lexical models (Koehn et al., 2003),

• Three rule count features inspired by Bender et al. (2007), which condition on whether
the rule occurred once, twice or more times in the training data.

MERT (Och, 2003) was carried out using a development set, and the Bleu score was evaluated
on a number of test sets. Decoding used a 4-gram language model, though the full lattice
of translation hypotheses was rescored with a 5-gram language model in some cases (this is
detailed in the individual experiment descriptions).

For both Arabic and Chinese to English translation, the CD-HMM models were evaluated
as follows. Iteration 5 of the CI-HMMs were used to produce alignments for the parallel
text training data, whose union was used to train the baseline system. The CI-HMM was
then used to initialise a CD-HMM, which was trained on the tagged data until the AER of a
development set increased. The same data were aligned using the CD-HMMs and a second
WFST-based translation system built from these alignments. The models were evaluated by
comparing the Bleu scores obtained by translating the test set with those of the baseline
model.

9.6.1 Arabic to English translation
Alignment models were trained on the NIST MT08 Arabic-English parallel text, excluding
the UN portion. The HMM null alignment probability p0 was chosen based on the AER,



CHAPTER 9. ANALYSIS OF CONTEXT-DEPENDENT ALIGNMENT MODELS 14 6

Experiment Model mt02 05 tune mt02 05 test MT08-nw

NIST non-UN
CI-HMM 50.0 49.4 46.3
CD-HMM 50.0 49.7 46.9

NIST
CI-HMM 52.7 52.0 –
CD-HMM 52.1 51.8 –

Table 9.5: Comparison of the CD-HMM with the baseline CI-HMM for Arabic, using Bleu

score

resulting in values of p0 = 0.05 for Arabic to English and p0 = 0.10 for English to Arabic.
We performed experiments on the NIST Arabic-English translation task. The mt02 05 tune
and mt02 05 test data sets are formed from the odd and even numbered sentences of the
NIST MT02 to MT05 evaluation sets respectively; each contains 2k sentences and 60k words.
We use mt02 05 tune as a development set and evaluate the system on mt02 05 test and the
newswire portion of the MT08 set, MT08-nw. The English language model was a 4-gram
model estimated from the English side of the entire MT08 parallel text, and a 965M word
subset of monolingual data from the English Gigaword Third Edition.

CD-HMMs were trained using occupancy threshold 100 and improvement threshold 10.
Table 9.5 shows a comparison of the system trained using CD-HMMs with the baseline system,
which was trained using CI-HMM models on untagged data. The context-dependent models
result in a gain in Bleu score of 0.3 for mt02 05 test and 0.6 for MT08-nw.

Further testing with a larger training set was carried out on the full NIST Arabic-English
parallel text, including an additional 5.6M words of UN data. The same occupancy and
improvement thresholds were used. The algorithms scale well for use on large data sets,
particularly with caching of answers to questions.

However, the translation system initialised from the CD-HMMs was unable to improve on
one initialised from the context-independent HMMs in this case. A possible reason for this is
that the occupancy threshold Tocc and improvement threshold Timp were not optimally set:
with no automatic method of setting these parameters, they are set by trial and error. How-
ever, it is time-consuming to determine the effect of many different parameter combinations
on translation quality since clustering must be performed to produce an alignment model
for each parameter setting, and a separate translation system must be initialised from each
alignment model. It is likely that the context-dependent models will perform better if better
thresholds can be found.

9.6.2 Chinese to English translation
For experiments in Chinese-to-English translation, we train on the parallel text and MERT
is performed to optimise feature weights on a development set Tune. Translation quality is
then evaluated on a validation set and a test set. Results for these experiments are shown in
Table 9.6.

For initial investigation, models were trained on the 1
10NIST MT08 data set. The develop-

ment set tune-nw and validation set test-nw contain a mix of the newswire portions of MT02
through MT05 and additional developments sets created by translation within the GALE
program. We also report results on the newswire portion of the MT08 set, MT08-nw. Again
we see an increase in Bleu score for both test sets: 0.5 for test-nw and 0.8 for MT08-nw.
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Experiment Model Development Validation Test

1
10NIST non-UN

CI-HMM 28.1 28.5 26.9
CD-HMM 28.5 29.0 27.7

NIST 09
CI-HMM 31.7 32.2 30.3
CD-HMM 31.8 32.5 30.7

AGILE P4 newswire
CI-HMM 28.4 28.7 21.0
CD-HMM 28.4 29.0 21.0
CD-HMM + CI-HMM 29.3 29.6 22.0

AGILE P4 web
CI-HMM 16.1 15.8 14.4
CD-HMM 16.3 15.9 14.4
CD-HMM + CI-HMM 16.8 16.5 15.1

Table 9.6: Comparison of the CD-HMM with the baseline CI-HMM for Chinese, using Bleu

score

We also see improvements for large data sets. For the NIST 09 and AGILE phase 4 data,
separate HiFST translation systems were built using the CD-HMM alignments and the CI-
HMM alignments. Each system was discriminatively trained using MERT on the Tune set
for those evaluations, before the system was evaluated on the SysCombTune and Test sets.
During decoding, 4-gram language models were used to produce a lattice. The lattice was
then rescored using a stupid backoff 5-gram language model (Brants et al., 2007) trained on
over six billion words of English text, including the Gigaword corpus and the English side of
the parallel text. We see modest gains from using the CD-HMM alignments compared to the
CI-HMM alignments.

The translation quality is further enhanced by the use of system combination. We use the
MBR system combination described in Chapter 2 to combine the output of the two systems
for the AGILE P4 data. For the newswire data, we achieve gains of 0.6 Bleu points on the
validation set and a full Bleu point gain over either system on the test set. We also report
good results on the web data, with gains of 0.6 and 0.7 Bleu points on the validation and
test set respectively.

9.6.3 French to English translation
Context-independent HMM alignment models were trained1 using the Europarl, News Com-
mentary and United Nations parallel text corpora allowed for the WMT 2010 evaluation (Pino
et al., 2010). Context-dependent HMMs were initialised from these and further iterations of
context-dependent training carried out using the same parallel text. A 4-gram language model
was used during decoding and lattices were rescored using a 5-gram language model before
MBR rescoring was applied to each system individually. Experiments were carried out on the
Tune and Test sets for this evaluation; these contain 2051 and 2525 sentences respectively.
Table 9.7 shows the context-dependent models lead to an increase in Bleu score over the
context-independent HMMs of 0.4 on both the tuning and test sets.

1Thanks to Juan Pino for his help in running these experiments
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Experiment Model Tune Test

WMT 10
CI-HMM 24.1 27.9
CD-HMM 24.5 28.3

Table 9.7: Comparison of the CD-HMM with the baseline CI-HMM for French, using Bleu

score

We do not have manually-aligned sentences with which to compare the alignments we
produce for French-English alignment, but examination of some of the alignments indicates
the context-dependent models generally lead to improved alignment quality.

9.6.4 Translation rules extracted from context-dependent
models

The French-English context-dependent alignment models were further analysed by considering
the hierarchical translation rules extracted from their alignments. Rules for each sentence pair
were extracted as described in Section 3.11 on a sentence-by-sentence basis, using glue rules
and rules with one non-terminal of the form X → 〈α1X 1 α2, γ1X 1 γ2〉, where α1, α2, γ1, γ2
are allowed to be empty; this family of translation rules was found to be effective for French-
English translation (Pino et al., 2010). These rules were then used to attempt to find a
synchronous derivation for 1281 sentence pairs. If such a derivation can be found, the system
is capable of generating the output sentence as a translation hypothesis; if not, the reference
output cannot even be hypothesised by the system (though a very similar one may be). We
therefore desire that we can find as many sentence pairs which have derivations as possible.
With the context-independent models, derivations could be found for 81.7% of sentences,
compared to 84.5% for the context-dependent models, indicating that the context-dependent
models lead to rules with a better coverage of the sentences.

The presence of spurious links in a sentence prevents rules being extracted since a phrase
pair cannot contain words that are linked to words beyond the phrase. The context-dependent
models appear to prevent spurious long-distance alignment links, particularly those involving
function words. For example, the context-dependent model can distinguish between to as
part of a verb infinitive and its use as a preposition.

Figure 9.9 shows the alignments produced for a sentence pair by the CI and CD alignment
models. The context-dependent model learns that of followed by a plural noun translates to
des rather than de and prevents a spurious long-distance link, which results in rules being
extracted that enable synchronous derivations of the sentence pair (the derivation of lowest
cost is shown). No derivation was possible using rules extracted from the context-independent
alignment. Another sentence for which there was no derivation using the context-independent
alignment is shown in Figure 9.9.

9.7 Conclusions
We have shown that the context-dependent alignment models are capable of producing bet-
ter quality alignments than their context-independent equivalents. We have evaluated the
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Figure 9.9: Improved alignment quality of English-French alignment with context-dependent
models, and the resulting derivation of the sentence pair using rules extracted from the context-
dependent alignment.

models by comparing the AER of alignments output by the models against a set of reference
alignments.

It is not always the case that improved alignment quality leads to improved translation but
we have shown that the context-dependent models introduced here lead to improved quality
of translation. Systems initialised using alignments from these models have performed better
than those initialised from context-independent alignments. For Arabic to English, Chinese
to English and French to English translation, we report an increase in translation quality
measured by Bleu score compared to a system built using context-independent alignments.
These gains are compatible with MERT, rescoring with phrasal segmentation models and
rescoring with 5-gram language models.

The decision tree clustering algorithm is efficient, especially with optimisation such as
storing the answers to questions and careful selection of questions during clustering. Once

Chapter_ContextResults/Figures/165-align-CI.ps
Chapter_ContextResults/Figures/165-align-CD.ps
Chapter_ContextResults/Figures/165-1-tree-align-CD.ps
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Figure 9.10: A further example of improved alignment quality of English-French alignment
with context-dependent models

clustering has been performed, we use the EM algorithm for training, which is also runs
efficiently. We have shown that clustering and model training can be used on large amounts
of parallel text, up to 11 million sentences in length, the largest parallel text we use for any
experiments.

Chapter_ContextResults/Figures/323-align-CI.ps
Chapter_ContextResults/Figures/323-align-CD.ps


CHAPTER 10
Conclusions and Future

Work

This dissertation has addressed the use of alignment models in statistical machine translation.
It has investigated algorithms for the training of alignment models and for the use of those
alignment models for improving the quality of machine translation systems.

10.1 Review of the work
The first part of this work introduces a method of representing every possible alignment to
a source sentence of each sentence in a lattice of target language translations, for particu-
lar generative models of alignment. A lattice encodes the joint probability of each target
sentence and alignment given the source sentence, for Model 1 and the word-to-word HMM
alignment model; each path through the lattice corresponds to a particular target sentence
and alignment.

These lattices form the basis of a method for rescoring lattices using the alignment models,
where a lattice of output language translation hypotheses is aligned to a sentence in the input
language. This is much more efficient than rescoring N-best lists and results in no search
errors. Experiments using the TTM decoder showed that rescoring using alignment model
scores in addition to the score assigned by the translation system increased Bleu score of
the resulting translations by up to 3.0 points. Rescoring using Model 1 was found to perform
better than rescoring using the HMM and the algorithm is more efficient due to reduced
alignment dependencies.
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Chapter 6 introduces discriminative training for the IBMModel 1 and word-to-word HMM
alignment models. Previous uses of discriminative training in machine translation have been
restricted to estimating a small number of feature weights for log-linear models of translation
and alignments; we adopt an approach that has more in common with discriminative training
techniques for speech recognition and re-estimate many parameters within the model. We
derive a method for using manually-aligned reference alignments to estimate parameters to
increase the number of correct alignment links and reduce the number of incorrect alignment
links produced by the model. We update word-to-word translation probabilities for all words
that appear in the manually-aligned training data, as well as re-estimating parameters for the
alignment component of the word-to-word HMM model.

Using discriminatively trained alignment models, we achieve improved quality of alignment
as measured by AER. However, it is not always the case that improved quality of alignment
leads to improved translation quality. Despite the increase in alignment quality, translation
systems initialised from discriminatively trained HMMs did not yield a significant increase in
translation quality compared to systems initialised from the standard HMMs.

In Chapter 8, we motivate the addition of source context information into interlingual
word-to-word translation probabilities and extend IBM Model 1 and word-to-word HMM
alignment models to include context information. We develop decision tree clustering algo-
rithms, based on direct optimisation of the EM auxiliary function, to form classes of contexts
with common probability distributions. The use of clustering significantly reduces the size of
the model and prevents over-fitting to the training data. We describe a number of methods of
introducing context information, including use of the part-of-speech of the source word and
the previous and next source words. We also discuss lexical context, i.e. the identities of the
previous and next words, stemming and dependency parsing, concluding with a discussion of
methods for incremental inclusion of context from multiple sources.

We evaluate context-dependent alignment models in Chapter 9, testing their performance
for Chinese to English, Arabic to English and French to English translation. The context-
dependent models are efficient enough to be trained on the largest parallel text corpora avail-
able to us, and have been included in the Cambridge University AGILE system. We find that
context-dependent Model 1 and HMM alignment models consistently provide higher quality
alignments than their context-independent equivalents, with lower AER relative to reference
alignments. Evaluation by comparison of machine translation systems constructed using the
models is similarly successful. In all languages, we obtain a higher quality of translation mea-
sured by Bleu score over a variety of data sets when the translation system is initialised from
alignments produced by context-dependent models. Chinese to English translation systems
trained from context-dependent alignment models and context-independent models can be
combined using MBR system combination to give improved translation quality over either
system individually, and we believe system combination will also work for other language
pairs.

10.2 Suggestions for future work
The use of alignment models to rescore lattices of translation hypotheses proved initially
effective, though its effect was reduced when the baseline was improved by the use of 5-gram
language models and phrasal segmentation models for lattice rescoring. Advances in error
rate training for optimisation of feature weights in a translation system have led to the ability
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to include a large number of features in the system. With these advances, it may be possible
to incorporate the alignment model scores as a feature and estimate the feature weight during
discriminative training; this may lead to larger gains in combination with the other rescoring
techniques than we have achieved here. The algorithms presented allow a lattice of translation
hypotheses to be rescored, allowing relatively simple integration into the overall MT system.

The thread of this research that shows most promise is the addition of context-dependence
to alignment models. With increased amounts of data available for training models, we will
in future have more data available to estimate their parameters accurately. Directions for
future research include:

• Extension to other models: We have concentrated on applying context-dependence
to Model 1 and the word-to-word HMM model only. While the word-to-phrase HMM
models and the word-to-phrase model with bigram translation table have not shown
consistent improvement over the word-to-word model for large data sets, extension of
these more sophisticated models to include dependence on source word context may
yield good results.

• Automatic determination of thresholds in parameter estimation: The pa-
rameters for decision tree growth have been manually tuned for all experiments, with
parameters that provide the largest increase in alignment quality measured by AER.
Some manual judgement has also been used to choose between systems with very simi-
lar alignment quality: for Chinese to English translation, the CD-HMM with the larger
occupancy threshold was chosen over a similar model with a smaller occupancy thresh-
old as its should be more accurately estimated. This is time-consuming since clustering
has to be performed for every model. Automatic methods for determining the occu-
pancy and improvement thresholds should be investigated. Techniques such as cross
validation and maximisation of the Bayesian Information Criterion have been used for
growing decision trees for clustering in ASR (Chen and Gopalakrishnan, 1998).

• Further translation experiments: As discussed in Chapter 3, it is difficult to find a
metric for alignment quality that correlates well with translation quality. The choice of
metric is dependent on the type of machine translation system used and the data used
in training and evaluation. It is therefore still not clear how best to produce alignments
that will enable HiFST to learn useful rules. We symmetrise the alignments by taking
their union. It is possible that other methods of symmetrisation and alignment link
selection may perform better with the models we have developed. Further translation
experiments should be carried out to determine properties of alignment models that
lead to improved translation quality.

• Clustering of similar words: In this work, we only split the contexts of words
that occur in the training data. For words that occur infrequently, there may still be
data sparsity issues, even without clustering, as a source word may occur only a few
times in the training data. Clustering the probability distributions of these infrequently
occurring words together may produce improvements in alignment quality; for example,
words derived from the same root may translate in a similar way.

This approach could even be used for spelling mistakes or typographical errors that
occur in the source language: incorrect words are likely to be similar to the intended
words and translate in the same way, however they are currently treated as a separate
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word in their own right. This should improve the system’s robustness to errors in the
text.

With some method of determining the words to be considered for clustering, a slight
modification to the clustering algorithm and the use of appropriate questions, it would
be possible to form clusters of words.

• Merging of similar decision tree nodes: The algorithm we use for growing decision
trees is greedy and is not guaranteed to find the optimal tree; it simply makes decisions
locally as the tree is built. Some of the leaf nodes of the tree may have similar probability
distributions. A common practice in decision tree clustering is to merge similar leaf
nodes once the tree has been built (Breiman et al., 1984), which can decrease the
model size and reduce data sparsity problems. The leaf nodes whose merging causes
the minimal reduction in objective function can be merged.

With the exception of the more general questions described in Section 9.2.2, the ques-
tions about a particular position in the context are mutually exclusive, i.e. if a context
answers yes to one question about (say) the previous word, it will not satisfy any other
question about the previous word. This means we cannot ask questions of the form Is
the previous word x or y?, which may well be desirable, without explicitly specifying
the question in advance. Merging leaf nodes of the tree can alleviate this situation, by
combining those contexts that satisfy Is the previous word x? and Is the previous word
y?.

10.3 Conclusion
This thesis covers three aspects of alignment modelling for machine translation. The first is the
use of the alignment models during translation to rescore lattices of translation hypotheses.
The second is a novel use of discriminative training to estimate word-to-word translation
probabilities and alignment probabilities within the alignment model. Finally, we present
context-dependent alignment models and algorithms for their training, showing that they
lead to improved quality of alignment in multiple languages. We report improved translation
quality over a good baseline system when the models are used to produce the word-aligned
parallel text from which the machine translation system is built.



APPENDIX A
Data sets

Language Parallel text Sentences English words Foreign words

Arabic-English
NIST 05 3.8M 104M 100M
NIST 05 news subset 137k 3.8M 3.6M

Chinese-English NIST 05 9.8M 226M 212M

French-English
WMT 06 688k 15.2M 16.7M
WMT 10 8.8M 278M 241M

Spanish-English TC-STAR 06 1.5M 42.3M 43.8M

Table A.1: Summary of the data sets used for training alignment models for rescoring exper-
iments
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Language Parallel text Sentences English words Foreign words

Arabic-English
AGILE v4.1 8.7M 232M 232M
NIST v1.1 5.8M 155M 156M
Manually aligned 27.9k 784k 610k

Chinese-English
AGILE v3.2 10.2M 241M 225M
Manually aligned 11.6k 336k 277k

Table A.2: Summary of the data sets used for discriminative training of alignment models

Language Parallel text Sentences English words Foreign words

Arabic-English
NIST 08 non-UN 300k 9.5M 8.4M
NIST 08 5.9M 154M 153M
Manually aligned 28k 790k 667k

Chinese-English

1
10NIST 08 600k 16.6M 15.2M
NIST 09 8.3M 203M 190M
AGILE P4 11.0M 264M 242M
Manually aligned 11.6k 336k 277k

French-English WMT 10 8.8M 278M 241M

Table A.3: Summary of the data sets used for context-dependent model training and evaluation



APPENDIX B
Alternative optimisation

criteria for MMI

For sentences eI1 and fJ1 and alignment links A between the sentences, define

A = {(i, j) : 0 ≤ i ≤ I, 0 ≤ j ≤ J, ei is linked to fj}, (B.1)

and define the likelihood
l(A) =

∏

(i,j)∈A

P((i, j)|fJ1 , e
I
1), (B.2)

where P((i, j)|fJ1 , e
I
1) is the posterior probability of ei being aligned to fj under an alignment

model. This is defined for
We now show that for Models 1 and 2 and an alignment A valid under the model, the

likelihood l(A) is equivalent to the posterior probability of A under the model, i.e. the
posterior probability of the alignment is the product of the posterior probabilities of the
individual alignment links. The probability of fJ1 given eI1 is

P(fJ1 |e
I
1) =

∑

aJ1

P(fJ1 , a
J
1 |e

I
1)

=
I
∑

a1=0

· · ·
I
∑

aJ=0

P(fJ1 , a
J
1 |e

I
1)

=
I
∑

a1=0

· · ·
I
∑

aJ=0

J
∏

j=1

a(aj |j, I, J)t(fj |eaj ). (B.3)
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Following Deng (2005b), we can simplify this as follows:

I
∑

a1=0

· · ·
I
∑

aJ=0

J
∏

j=1

a(aj |j, I, J)t(fj |eaj )

=
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· · ·
I
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aJ=0





J−1
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a(aj |j, I, J)t(fj |eaj )



 a(aJ |J, I, J)t(fJ |eaJ )

=
I
∑

a1=0

· · ·
I
∑

aJ−1=0





J−1
∏

j=1

a(aj |j, I, J)t(fj |eaj )





I
∑

aJ=0

a(aJ |J, I, J)t(fJ |eaJ ) (B.4)

Inductively

P(fJ1 |e
I
1) =

I
∑

a1=0

a(a1|1, I, J)t(f1|ea1)× · · ·

×
I
∑

aj=0

a(aj |j, I, J)t(fj |eaj )× · · ·

×
I
∑

aJ=0

a(aJ |J, I, J)t(fJ |eaJ )

=

J
∏

j=1

I
∑

i=0

a(i|j, I, J)t(fj |ei). (B.5)

Therefore the dependencies of the model are such that we can swap the sum over all alignments
of a product over target positions, to be the product over target positions of a sum over
alignment positions. We now find the posterior probability of an alignment given the source
and target sentences.

P(aJ1 |f
J
1 , e

I
1) =

P(fJ1 , a
J
1 |e

I
1)

P(fJ1 |e
I
1)

=

∏J
j=1 a(aj |j, I, J)t(fj |eaj )

∏J
j=1

∑I
i=0 a(i|j, I, J)t(fj |ei)

(substituting from Equation B.5)

=
J
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=
J
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I
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where we define

f(aj |j, f
J
1 , e

I
1) =

a(aj |j, I, J)t(fj |eaj )
∑I

i=0 a(i|j, I, J)t(fj |ei)
. (B.7)
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We now show that f(aj |j, f
J
1 , e

I
1) is in fact the posterior probability of the target word at

position j linking to the source word at position aj . The posterior probability of an alignment
link between the source word in position i and the target word in position j is
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∑
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Now for 1 ≤ j ≤ J ,

I
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Therefore

P(aj = i|fJ1 , e
I
1) = f(i|j, fJ1 , e

I
1) (B.10)

We now return to the quantity we hope to maximise. For a valid Model 1 or Model 2
alignment sequence aJ1 , the set of alignment links is given by

A = {(aj , j) : 1 ≤ j ≤ J} (B.11)

and its likelihood is given by

l(A) =
J
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j=1

P(aj |j, f
J
1 , e

I
1)

=
J
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j=1

p(aj |j, f
J
1 , e

I
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= P(aJ1 |f
J
1 , e

I
1), (B.12)

i.e. the likelihood we maximise is exactly the same as the posterior probability of the sentence-
level alignment A. Therefore, the alternative criterion is consistent with the criteria used
during MMI training for valid Model 1 and Model 2 alignments. Due to the dependencies of
the model, there is no such convenient formula for the HMM model; however we can still seek
to maximise the likelihood as defined in Equation (6.64).
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Tag Description

CC Coordinating conjunction
CD Cardinal number
DT Determiner
FW Foreign word
IN Preposition/subordinating conjunction
JJ Adjective
NN Noun, singular or mass
NNP Proper noun, singular
NNPS Proper noun, plural
NNS Noun, plural
PRP Personal pronoun
PUNC Punctuation
RB Adverb
RP Particle
UH Interjection
VBD Verb, past tense
VBN Verb, past participle
VBP Verb, non-3rd person singular present
WP Wh-pronoun

Table C.1: Part-of-speech tags output by the MADA Arabic part-of-speech tagger (Habash and
Sadat, 2006)
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Table C.2: Part-of-speech tags output by MXPOST Chinese part-of-speech tagger (from Xia
(2000))

Chapter_ContextResults/Figures/chinesePOS2eps.eps
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Tag Description Tag Description

$ Dollar NNS Noun, plural
‘‘ Opening quotation mark PDT Pre-determiner
’’ Closing quotation mark POS Genitive marker
( Opening parenthesis PRP Personal pronoun
) Closing parenthesis PRP$ Possessive pronoun
, Comma RB Adverb
-- Dash RBR Comparative adverb
. Sentence terminator RBS Superlative adverb
: Colon or ellipsis RP Particle
CC Coordinating conjunction SYM Symbol
CD Cardinal number TO “To” as preposition or infinitive marker
EX Existential there UH Interjection
DT Determiner VB Verb, base form
FW Foreign word VBD Verb, past tense
IN Preposition or subordinating conjunction VBG Verb, present participle or gerund
JJ Adjective VBN Verb, past participle
JJR Comparative adjective VBP Verb, non-3rd person singular present
JJS Superlative adjective VBZ Verb, 3rd person singular present
LS List item marker WDT Wh-determiner
MD Modal auxiliary WP Wh-pronoun
NN Noun, singular or mass WP$ Wh-pronoun, possessive
NNP Proper noun, singular WRB Wh-adverb
NNPS Proper noun, plural

Table C.3: Part-of-speech tags output by the TnT English part-of-speech tagger (Brants, 2000)
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