
Incorporating Vision Encoders into Retrieval Augmented Visual Question Answering

Figure 1: Knowledge Based Visual Question Answering: an example drawn from the OK-VQA
dataset [5]. Answering the question requires both image understanding and real-world knowledge
– e.g. ‘Tahiti is a country.’ – which can be found in external knowledge sources.

External Knowledge Visual Question Answering can be considered a relatively simple task in
machine learning that requires answering a direct question based on information in an accompanying
image. The OK-VQA (Outside Knowledge) data set [5] is a more interesting alternative. VQA becomes
more challenging when the answer to the question is not readily apparent in the image. In such cases
the VQA system must retrieve information from external knowledge sources to generate a complete
and accurate answer (see Figure 1). OK-VQA provides such a task.

Vision Encoders A straightforward approach to VQA is to convert images directly into text using
image captioning models. Transformer-based large language models can then achieve excellent VQA
performance [4, 2, 8] if the captioning model generates an accurate text-based description of the
image. However this approach risks losing visual information by transforming images independently of
the question to be answered. Vision-and-Language Transformers (Figure 2) offer a possible approach
to avoiding information loss through joint embedding of the image and query, although such models
can be costly to implement in terms of computational and data requirements.

RA-VQA Retrieval Augmented Visual Question Answering (RA-VQA) [3] is a VQA framework
that first retrieves documents (as passages and snippets) from an external knowledge base and then
generates an answer to question from the image and the retrieved documents. RA-VQA achieved
state-of-the-art performance in 2022. However it relies on an image-to-text mapping which risks losing
information, as described above.

Project Overview The project will investigate modelling approaches to enhance the vision under-
standing component of RA-VQA with the aim of improving performance on the OK-VQA dataset.
Work will begin with a literature review of recent of developments, data sets, metrics, and modelling
techniques that combine vision models and language Transformers. A plan of work will then be decided
upon based on the student’s interests and the resources available. Possible lines of work are:

• Introducing a mapping network into the RA-VQA framework to connect the vision model with a
language model, as inspired by ClipCap [6].
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Figure 2: SimVLM [7] an end-to-end Vision-and-Language Transformer.

• Fine-tuning CLIP text/image encoders and BART encoders for multimodal generation [1].

Available Resources

• Pre-trained Vision-and-Language Transformers in Hugging Face: VisualBERT and ViLT.

• RA-VQA codebase. The framework can be easily migrated to other VQA datasets, if needed.
https://github.com/LinWeizheDragon/Retrieval-Augmented-Visual-Question-Answering.
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