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Abstract

In continuous speech recognition, observations are sequential data with variable length, and labels are sequence of words (or sub-words) possibly having unbounded number of classes. It is thus impractical to robustly construct models for the whole word sequence. To address this problem, rather than treating the whole sentence as an atomic unit, structure needs to be introduced into classifiers to break the sentence label into words or sub-word units. These are usually referred to as structured discriminative models, where the conditional distribution of the classes given the observations is directly modelled. Compared with generative models, discriminative models have the potential to improve performance as a wide range of features from the observation and word sequences can be used. Moreover, in application of generative models, such as the hidden Markov model (HMM), the frame-level Markov assumption is often assumed. However, discriminative models are much easier to deal with segment level modelling, where the frame level Markov assumption is relaxed. Then long-span dependencies among observations are allowed to be captured.

One major contribution of this thesis is the study of the features based on generative models. Since speech observations are sequential data with variable length, it is not obvious how to extract features from these sequences. Sequential kernels are often used to map observations into a space with fixed dimensions. In this work, generative models are simply used to provide such mapping, where the extracted features have a compact form. Moreover, the baseline performance of generative models can be retrieved by discriminative models, e.g. when using the features comprised of the likelihoods from HMMs. In the past few years, deep neural networks (DNNs) have been widely used in speech community, and significant performance gains have been achieved. This thesis thus focuses on the features extracted from the DNN-based systems, such as hybrid and tandem. In order to make use of the complementary information from different systems, features based on multiple systems are also studied.

The commonly used discriminative models, such as log-linear models, only yield linear decision boundaries. One solution to this problem is the use of the “kernel trick”. Alternatively, the mixture-of-experts framework can be employed. In this framework, multiple experts are used in classification, that allows an overall non-linear decision boundary. However, it might be problematic to choose the number of experts. In order to sidestep of the problem of setting the model complexity, the Bayesian non-parametric framework can be used. In Bayesian non-parametric approaches, rather than specifying the model complexity in advance, the model complexity is part of the posterior inference. When making predic-
tions, the posterior distribution of the model parameters can be integrated over, effectively averaging over models of all possible complexity.

Another major contribution of this thesis is the extension of the structured discriminative models to Bayesian non-parametrics. The infinite structured support vector machine (SVM) is one such example. It is also a structured extension of the infinite SVM, which is a mixture-of-experts model using SVMs as experts. Bayesian inference can be viewed as a particular minimisation criterion. This thesis extends this specific criterion to a more general form. Then alternative criteria can be derived, such as the large margin training criterion which has good generalisation properties.
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Chapter 1

Introduction

Language is the system of communication used by humans [25, 134], and speech is the verbal means of communicating [4], which is the language used when speaking [25, 134]. The origins of language and speech are unknown and subject to much debate and speculation. Humans have speculated about the origins of language throughout history. The Biblical story of the Tower of Babel [129] is one such account; other cultures have different stories of how language arose [82]. Given the diversity of languages and interest of human-machine interaction (HMI) [26], speech recognition is a compelling technology that makes efficient communication between humans (speaking different languages) and machines possible [47]. The majority of automatic speech recognition (ASR) systems use hidden Markov models (HMMs) as the underlying acoustic models, and significant improvement can be achieved by employing discriminative training [7, 100, 130, 140]. Moreover, speech recognition is a classification task. It would, therefore, be interesting to examine discriminative models for speech recognition [38, 54, 65, 109, 147, 209, 215], where the conditional distribution of the word sequence given the observations is directly modelled. In this thesis, a class of discriminative models called structured discriminative models will be studied.

In machine learning, one of the main issues that might be encountered is the mismatch between model complexity and the amount of training data available [133, 177]. The traditional parametric model with fixed and finite number of parameters might suffer from the problem of over-fitting or under-fitting [177]. Thus a Bayesian non-parametric model might
be a better choice, where the problem of choosing model complexity can be sidestepped [133, 149]. Moreover, as a Bayesian model, the problem of over-fitting can be mitigated [177]. This motivates the application of Bayesian non-parametric models in speech recognition [196, 197], which will also be studied in this thesis. Before the discussion of discriminative models and Bayesian non-parametric models for speech recognition, basic speech recognition systems and how the discriminative models and non-parametric models being applied in speech recognition will be briefly introduced in the following sections.

1.1 Speech Recognition Systems

The state-of-the-art speech recognition systems are based on statistical approaches, and a speech recognition system is normally decomposed into individual parts. The structure of a typical ASR system is illustrated in Figure 1.1. Given the speech inputs, a sequence of words associated with the inputs can be recognised through the recognition system. As illustrated in Figure 1.1, at the first stage of speech recognition, through front-end processing (or feature extraction), the speech signal is compressed into a sequence of feature vectors which are also referred to as observations, denoted by $O = \{o_1, \ldots, o_T\}$. Given the observations, acoustic model, lexicon and language model, the hypothesised word sequence can be generated, which is denoted by $W$. In large vocabulary continuous speech recognition (LVCSR), the lexicon (also referred to as the dictionary) dictates how the sub-word units (from which the acoustic models are constructed) are linked together to form individual words. For example, the word thesis can be broken up as [30]:

\[
\text{thesis} = \{\text{th iy s ih s}\}.
\]
1.1 Speech Recognition Systems

The language model contains the information about which word sequences are allowable, and it gives a probability distribution over these word sequences. The acoustic model represents the relationship between observations and the sub-word units that make up speech.

For the speech recognition systems based on statistical approaches, given the observations $O$, the most likely word sequence $\hat{W}$ can be obtained by using the Bayesian decision rule [16]:

$$\hat{W} = \arg \max_W P(W|O)$$  \hspace{1cm} (1.1)

By using Bayes’ rule, the decision rule described in (1.1) can be further written as follows:

$$\hat{W} = \arg \max_W \frac{p(O|W)P(W)}{p(O)} = \arg \max_W p(O|W)P(W)$$  \hspace{1cm} (1.2)

where $p(O)$ is not a function of the word sequence $W$, hence it can be omitted in the decision rule. The distribution $p(O|W)$ is given by the acoustic model. The majority of speech recognition systems are based on the HMM acoustic model or its variants, e.g. the hybrid system where the state likelihoods are given by deep neural networks (DNNs) [85] rather than Gaussian mixture models (GMMs). $P(W)$ is the probability of the word sequence $W$ given by the language model. If the word sequence $W$ is comprised of $\{w_1, \cdots, w_t\}$, the probability $P(W)$ can be described as:

$$P(W) = \prod_{i=1}^{t} P(w_i|w_1, \cdots, w_{i-1})$$  \hspace{1cm} (1.3)

Due to the vocabulary size being very large in LVCSR, it is infeasible to estimate $P(W)$ for every possible word sequence robustly. Often the N-gram language model is used, in which the probability of the current word is assumed to be only dependent on the previous $N-1$ words. Then the probability $P(W)$ in (1.3) can be further written as:

$$P(W) = \prod_{i=1}^{t} P(w_i|w_{i-N+1}, \cdots, w_{i-1})$$  \hspace{1cm} (1.4)

The most commonly used values for $N$ are 1, 2 and 3. These settings are called unigram, bigram and trigram language models respectively. Due to data sparsity, normally the smoothing schemes such as discounting, back-off and deleted interpolation are used [101].
1.2 Discriminative Models and Bayesian Non-parametric Models in Speech Recognition

Speech recognition is the problem of classifying the sequential data, and the input sequences have various length. Normally, the classifiers, such as support vector machines (SVMs) \cite{183}, cannot directly deal with the features with various length. One solution to this problem is to use the feature space (or score space) \cite{148} based on generative models, which maps the input sequences with various lengths to a space with a fixed dimension, e.g. the log-likelihood feature space is commonly used \cite{37, 60, 148, 210}. By using the feature space, discriminative and Bayesian non-parametric models (or classifiers) then can be applied in speech recognition. The diagram of classifiers based on feature spaces is illustrated in Figure 1.2. In this figure, the region associated with the dotted rectangle is a state-of-the-art speech recogniser. The standard adaptation and model compensation schemes can be employed by the recogniser to generate the compensated feature vectors. Thus, one advantage of using this framework is that the features extracted from the compensated models (HMMs) can be automatically adapted to the target noise/speaker conditions \cite{148}. Then, at the final stage, classifiers can be trained with these robust features. Another main advantage is the nature of the feature space based on generative models. Generative models such as HMMs have underlying conditional independence assumption that, whilst enabling them to efficiently represent data sequences, does not accurately represent the dependencies in data sequences such as speech. The feature space associated with a generative model
does not have the same conditional independence assumption as the original generative model. This allows more accurate modelling of the dependencies in the speech data [37].

By using the framework illustrated in Figure 1.2, the classifiers can be trained based on the feature space generated by the speech recognition system using deep neural networks (DNNs) [85], e.g. the tandem system [84] where the outputs from a DNN are appended to each feature vector. In additional to a single system, multiple systems can also be used in generating the feature vectors for classifiers [38], which will be discussed in detail in Chapter 3.

1.3 Thesis Organisation

This thesis can be split into 3 main parts. Parametric models will be discussed in the first part which starts from Chapter 2 to 3. In the first part, the commonly used generative and discriminative models for speech recognition will be introduced. Non-parametric models will be discussed in the second part, which starts from Chapter 4 to 5. In the second part, some of the commonly used Bayesian non-parametric models will be introduced, and the infinite structured discriminative model will be studied. Finally, in the third part (Chapter 6 and 7) the experimental results and conclusions will be discussed. The supplementary knowledge and further discussions will also be given in the appendices.

One major contribution of this thesis is the study of the features (for structured discriminative models) extracted from the DNN-based systems, such as hybrid and tandem. In order to make use of the complementary information from different systems, features based on multiple systems are also studied in this thesis. These are discussed in Chapter 3. Another major contribution of this thesis is the extension of the structured discriminative models to Bayesian non-parametrics, which are discussed in Chapter 5, as well as in Appendix E and F which give more details. This thesis has 7 chapters, and a brief chapter-by-chapter breakdown is given as follows.

Chapter 2 The widely used generative models in speech recognition, such as the hidden Markov model (HMM), and various commonly used training criteria in speech recognition will be introduced. Adaptation and noise robustness will also be briefly discussed.
CHAPTER 1.  INTRODUCTION

Chapter 3  The extensively used unstructured and structured discriminative models in speech recognition, and various training criteria will be introduced. Different forms of the features for discriminative models will also be discussed in this chapter.

Chapter 4  The motivation of research on Bayesian non-parametric models will be presented, and some of the commonly used Bayesian non-parametric models will be discussed.

Chapter 5  A criterion-based perspective on Bayesian inference will be introduced. Bayesian inference and large margin training of the infinite structured discriminative model will be discussed in detail.

Chapter 6  Different types of data sets, i.e. AURORA2, AURORA 4 and BABEL, and the corresponding experimental results on these sets will be represented in this chapter.

Chapter 7  Conclusions and possible directions for the future work will be discussed.
Chapter 2

Generative Models

Generative models are the most extensively used forms of statistical models in speech recognition. As discussed in Chapter 1, in speech recognition generative approaches are based on the combination of the acoustic and language models, where the posterior distribution of the word sequence \( W = \{w_1, \ldots, w_T\} \) given the observations \( O = \{o_1, \ldots, o_T\} \) can be expressed as the following form (according to Bayes’ rule):

\[
P(W|O) = \frac{p(O|W)P(W)}{p(O)}
\]

(2.1)

where the probability \( p(O) \) is class-independent, \( p(O|W) \) is the acoustic model and \( P(W) \) is the language model. The most likely word sequence \( \hat{W} \) can be yielded by maximising the class posterior distribution (2.1). In speech recognition hidden Markov models (HMMs) are the most popular and successful statistical acoustic models, which will be introduced in the following sections. Moreover, the commonly used generative models in speech recognition and various training criteria will be discussed.

2.1 Gaussian Mixture Models

The Gaussian distribution is one of most commonly used distribution, since it has a variety of properties, e.g. the central limit theorem \([13]\) states that the average of the independent and identically distributed (i.i.d.) random variables converges to a Gaussian distribution
Figure 2.1: The graphical model of a Gaussian mixture model. In the graphical model, the plate represents replication. The circle denotes variable, and the gray one denotes observation. The square represents fixed parameters. This type of representation of graphical models is used throughout this thesis.

as the number of variables goes infinite. However, the Gaussian distribution suffers from significant limitations when it comes to modelling real data sets [16]. Then, a mixture of Gaussian distribution becomes a better choice, and this type of model is referred to as the Gaussian mixture model (GMM). By using a sufficient number of Gaussians, any continuous distribution can be approximated with arbitrary accuracy [16, 89]. Thus, in speech recognition the GMM is widely used in modelling the density of observations. Given the number of components $M$, the probability density function of the GMM can be expressed as follows [16]:

$$p(o|\pi, \Theta) = \sum_{m=1}^{M} \pi_m \mathcal{N}(o; \theta_m)$$

(2.2)

where $o$ is the observation variable, and $\pi = \{\pi_1, \ldots, \pi_M\}$ are the mixture weights or mixture coefficients, that satisfy $\sum_m \pi_m = 1$ [16]. $\Theta = \{\theta_1, \ldots, \theta_M\}$ are the parameters of the Gaussian components, and for the $m$th component, the parameters $\theta_m = \{\mu_m, \Sigma_m\}$ are the mean and covariance of the Gaussian distribution.

By introducing the indicator variable $z_t$ (that denotes which component the $t$th observation $o_t$ is associated with), the generative process of the GMM can be described as follows:

$$z_t \sim \text{Categorical}(\pi)$$

(2.3)

$$o_t \sim \mathcal{N}(o; \theta_{z_t})$$

(2.4)

where Categorical(·) is the categorical distribution, which is the generalisation of the Bernoulli distribution with multiple possible outcomes. The corresponding graphical model of the GMM is illustrated in Figure 2.1.
2.2 Hidden Markov Models

The Gaussian mixture model (GMM) was discussed in the previous section. Although real data sets can be well modelled by the GMM, these data are assumed to be independent and identically distributed (i.i.d.). In speech recognition the inputs are sequential data where the sequential aspects must be considered such as correlations between observations. This leads to the consideration of the hidden Markov model (HMM) [146], which is the most popular and successful statistical model in speech recognition, given its ability to modelling sequential data. As described in equation (1.2), the most likely word sequence given the observations can be determined by the HMM (acoustic model) in conjunction with the language model. The HMM is a natural extension of the Markov chain (where outputs of the state are deterministic) by using a probabilistic function associated with each state [89]. Figure 2.2 illustrates a HMM with 3 emitting states. In this figure, states 2, 3 and 4 are emitting states, where observations are generated by these states; states 1 and 5 are non-emitting states. As illustrated in Figure 2.2, the observations are \( O = \{o_1, \cdots, o_T\} \), and the corresponding state sequence associated with these observations can be described as \( S = \{s_1, \cdots, s_T\} \), where these states might have repeated values. Assume the number of unique states is \( L \), then each \( s_t \) denotes one of the \( L \) states. The transition probability from state \( i \) to state \( j \) is denoted as \( a_{ij} \), and the probability (or distribution) of an observation \( o_t \) generated by state \( j \) is described as \( b_j(o_t) \). The parameter set of the HMM is denoted as \( \lambda = \{c, A, B\} \), and the definitions of these parameters are given as follows:

- \( c \) – Initial state distribution
Figure 2.3: The graphical model of the HMM with GMM state output distributions. In this figure, $A_i$ denotes the $i$th row of the transition matrix $A$. $\pi_i$ and $\Theta_i$ are the mixture weights and component parameters of the GMM associated with state $i$. $z_i$ is the indicator variable that denotes which Gaussian component the $i$th observation $o_i$ is associated with.

The initial state distribution (of state $i$) can be described as:

$$c_i = P(s_0 = i), \quad \text{where } 1 \leq i \leq L$$  \hspace{1cm} (2.5)

Since $c = \{c_1, \ldots, c_L\}$ is a distribution, the following property must be satisfied:

$$\sum_{i=1}^{L} c_i = 1 \quad \text{and} \quad c_i \geq 0$$  \hspace{1cm} (2.6)

where $L$ is the number of the unique states. As illustrated in Figure (2.2), the non-emitting states are introduced, hence the probability of the initial state that denotes state 1 is always 1, namely $P(s_0 = 1) = 1$.

- **$A$ – State transition probability matrix**

Each element of the state transition probability matrix $A$ is defined as:

$$a_{ij} = P(s_{t+1} = j|s_t = i), \quad \text{where } \sum_{j=1}^{L} a_{ij} = 1 \quad \text{and} \quad a_{ij} \geq 0$$  \hspace{1cm} (2.7)

where $a_{ij}$ is the probability of taking a transition from state $i$ to state $j$. In speech recognition, since the HMMs are normally constrained to be left-to-right, the transition matrix is not necessarily full.

- **$B$ – State output probability**
Each emitting state $j$ is associated with one output probability distribution $b_j(\cdot)$. Given the observation $\mathbf{o}_t$ and the corresponding state $s_t = j$, the output distribution can be described as:

$$b_j(\mathbf{o}_t) = p(\mathbf{o}_t | s_t = j)$$  \hspace{1cm} (2.8)

Two forms of the state output distribution are usually adopted in state-of-the-art speech recognition systems. One form of the distribution is given by the GMM defined in equation (2.2), and this type of model is usually referred to as the GMM-HMM. Figure 2.3 illustrates the graphical model of the GMM-HMM. Alternatively, the state output distribution $b_j(\mathbf{o}_t)$ can be the likelihood derived from the deep neural networks (DNNs) [85], and the resulting framework is known as the DNN-HMM hybrid system [23, 158]. The topology of the DNN-HMM hybrid system is illustrated in Figure 2.4. In the hybrid system, the DNN aims to model the posterior distribution of each state $P(s_t = j | \mathbf{o}_t)$ directly. Given the state posterior probabilities, the state output distribution for each state can be obtained by applying Bayes’ rule:

$$b_j(\mathbf{o}_t) = p(\mathbf{o}_t | s_t = j) = \frac{P(s_t = j | \mathbf{o}_t) p(\mathbf{o}_t)}{P(s_t = j)}$$  \hspace{1cm} (2.9)
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where \( P(s_t = j|\alpha_t) \) is the state posterior probability estimated from the DNN. \( P(s_t = j) \) is the prior probability of state \( j \), which can be estimated from the training set. It is worth noting that \( p(\alpha_t) \) can be omitted as it does not depend on a particular state.

In speech recognition, system combination approaches are of growing interest, and one of the recently proposed approach is joint decoding [191], in which the systems to be combined share the same HMM topology, and the frame level acoustic likelihoods from different systems are combined. In other words, the acoustic models of the joint decoding system can be viewed as HMMs where the state output score\(^1\) is an combination of the state output probabilities from different HMMs (with the same topology). Normally, the logarithms of these probabilities are used. Assume there are \( D \) different systems to be combined, then the state output log score for the joint decoding system can be described as:

\[
\log \left( b_j(\alpha_t) \right) = \sum_{d=1}^{D} \eta_d \log \left( p_d(\alpha_t|s_t = j) \right) \quad (2.10)
\]

where the scalar \( \eta_d \) is the corresponding combination weight, and \( p_d(\alpha_t|s_t = j) \) is the state output probability given by the \( d \)th system. Normally, these state output probabilities can be given by the GMM or DNN as described in (2.8) and (2.9). In work [191] combination of two forms of DNN based systems were investigated, i.e. the tandem (where the inputs of the GMM-HMM is appended with features from DNN) and hybrid systems [84, 85], and the combination weights used in [191] are set empirically.

The basic theory for HMMs has been presented in the previous paragraphs. In speech recognition, the application of HMMs is dependent on two assumptions [57, 201]:

- **Quasi-stationary**: Speech signals may be split into segments corresponding to states, in which the speech waveform may be considered to be stationary. The transition between these states is assumed to be instantaneous.

- **Conditional independence**: The probability of a certain observation being generated is only dependent on the current state; and given the associated state, the observation is conditional independent of both the preceding and following observations.

---

\(^1\) In joint decoding system, the state output is not a valid probability, so word "score" is used instead of "probability".
Although neither of these assumptions is strictly true for speech, nevertheless HMMs are widely used in speech recognition, and state-of-the-art recognition performance can be achieved.

In order to apply HMMs to real-world implementation, three basic problems of interest need to be solved [89, 146]:

- **The evaluation problem**: Given the model \( \lambda = \{ \mathbf{c}, \mathbf{A}, \mathbf{B} \} \), the observation sequence \( \mathbf{O} = \{ o_1, \ldots, o_T \} \) and the corresponding hypothesis (word sequence) \( \mathbf{W} \), how to efficiently compute the probability \( p(\mathbf{O}|\mathbf{W}; \lambda) \)? This evaluation problem also can be viewed as the problem of evaluating how well the given model matches the given observation sequence [146]. In practice \( p(\mathbf{O}|\mathbf{W}; \lambda) \) can be efficiently calculated through the forward algorithm [8, 9].

- **The decoding problem**: Given the model \( \lambda \) and the observation sequence \( \mathbf{O} \), how to choose the corresponding optimal state sequence \( \mathbf{S} = \{ s_1, \ldots, s_T \} \)? This is a decoding problem, where the hidden state sequence is attempted to be uncovered. In practice, an optimisation criterion is used to solve this problem, and the most widely used criterion is to find the single best state sequence. A dynamic programming approach called the *Viterbi algorithm* [46, 187] is usually employed to find this single best state sequence.

- **The training problem**: Given a set of observation sequences, how to estimate the model parameters \( \lambda \)? In this training problem, normally the model parameters are attempted to be optimised so as to best describe how observations come about [146]. In practice, various training criteria can be applied to optimise the model parameters \( \lambda \), and the most commonly used optimisation criteria in speech recognition will be discussed in the following section.

### 2.3 Training Criteria for Generative Models

In the previous sections, the most commonly used generative models in speech recognition were discussed. The implementation of these generative models requires estimation of the model parameters. In this section, various training criteria which are used in parameter estimation will be introduced, and the hidden Markov model (HMM) will be taken as an example of the generative model in discussing these criteria. In this thesis only *supervised*
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training is considered, where the training set $\mathcal{D}$ consists of utterance and reference (word or sub-word sequence) pairs:

$$\mathcal{D} = \left\{ (O_1, W_1), \ldots, (O_N, W_N) \right\}$$  \hspace{1cm} (2.11)

In general, given the training data $\mathcal{D}$, the model parameters can be estimated by maximising (or minimising) the objective function $\mathcal{F}(\lambda)$:

$$\hat{\lambda} = \arg \max_{\lambda} \{ \mathcal{F}(\lambda) \}$$  \hspace{1cm} (2.12)

The most common approach for parameter estimation is maximum likelihood (ML) estimation \[144, 156\], where the model parameters are optimised by maximising the likelihood function given the training data. Alternative to ML estimation, various discriminative training criteria have been proposed. These criteria aim to optimise the model parameters according to the objective functions which are directly related to the classification performance. In the following subsections, the commonly used training criteria in speech recognition will be discussed.

2.3.1 Maximum Likelihood (ML)

In maximum likelihood (ML) estimation, the model parameters are optimised by maximising the probability of the observations given the word sequences and model parameters. The ML training criterion can be described as maximising the following objective function:

$$\mathcal{F}_{\text{ML}}(\lambda) = \prod_{n=1}^{N} p(O_n|W_n; \lambda)$$  \hspace{1cm} (2.13)

or

$$\mathcal{F}_{\text{ML}}(\lambda) = \sum_{n=1}^{N} \log p(O_n|W_n; \lambda)$$  \hspace{1cm} (2.14)

Maximisation of these two expressions are equivalent, and they will be used interchangeably in this thesis. For the HMM, there is no analytically tractable solution that maximises the objective function (2.14) \[146\]. Although there is no optimal way of estimating the model parameters, a local optimal solution can be found by using the iterative procedure such as the expectation maximisation (EM) algorithm \[39\], i.e. the Baum-Welch algorithm \[8, 9\]. Alternative to ML estimation, model parameters can be estimated by using the maximum a
posteriori (MAP) criterion, which can be viewed as a regularization of ML estimation with a prior distribution. In speech recognition, since MAP estimation is often used in adaptation, this criterion will be introduced in the section of discussing adaption.

2.3.2 Maximum Mutual Information (MMI)

In ML estimation, training data sufficiency and model-correctness are required. However, in general neither of these requirements is strictly satisfied when modelling speech data. Thus, ML estimation may not yield the most appropriate model parameters for speech recognition. Then discriminative training approaches might be preferred, where the model parameters are optimised according to the objective functions which are directly related to the classification performance. In speech recognition one of the commonly used discriminative training criteria is the maximum mutual information (MMI) criterion [7, 130], where the mutual information between the utterance $O$ and word sequence $W$ is aimed to be maximised. Since the joint distribution $p(O, W)$ is unknown, the empirical distribution formulated by the training samples $\{O_n, W_n\}$ is used as an approximation. Then, the mutual information can be described as [66, 89]:

\[
\mathcal{I}(O, W; \lambda) \approx \frac{1}{N} \sum_{n=1}^{N} \log \left( \frac{p(O_n, W_n; \lambda)}{p(O_n; \lambda) p(W_n)} \right) \tag{2.15}
\]

As only the acoustic model parameters are trained, $P(W_n)$ is fixed. Thus, maximising the mutual information described in (2.15) is equivalent to maximise the following objective function:

\[
\mathcal{F}_{\text{MMI}}(\lambda) = \sum_{n=1}^{N} \log P(W_n|O_n; \lambda) \tag{2.16}
\]

By using Bayes’ rule, the conditional distribution $P(W_n|O_n, \lambda)$ in (2.16) can be written in a form consisting of generative model likelihoods $p(O_n|W_n; \lambda)$:

\[
P(W_n|O_n; \lambda) = \frac{p(O_n|W_n; \lambda) P(W_n)}{\sum_W p(O_n|W; \lambda) P(W)} \tag{2.17}
\]

In the denominator term of the right hand side of (2.17), the sum is taken over all possible hypotheses (word sequences) $W$ including both the correct and competing ones. The number of all possible hypotheses for an utterance is exponentially large, but a N-Best list [29] or a lattice [141, 157] can be used to limit the search space of hypotheses. Since lattices
are more compact representations, they are widely used in discriminative training. If the assumption of the underlying distribution is correct and there are sufficient training data, the optimal distributions from ML estimation (discussed in section 2.3.1) and MMI estimation converge to the true underlying distribution [89]. Alternative to MMI estimation, in speech recognition other discriminative training criteria such as minimum classification error (MCE) [100] and minimum Bayesian risk (MBR) [140] are also widely used, which will be discussed in the following subsections.

2.3.3 Minimum Classification Error (MCE)

In minimum classification error (MCE) training, the classification error rate is to be minimised, and the goal of training is to be able to correctly discriminate the observations for best classification results rather than to fit the distributions to the data [100]. This training criterion is normally based on a smooth function of the difference between the log-likelihood of the correct word sequence and all other competing sequences, and a sigmoid function is often used [66]. MCE training can be described as minimising:

$$F_{MCE}(\lambda) = \sum_{n=1}^{N} \left[ 1 + \sigma \left( \frac{P(W_n|O_n; \lambda)}{\sum_{W \neq W_n} P(W|O_n; \lambda)} \right) \right]^{-1}$$

(2.18)

where $P(W_n|O_n, \lambda)$ is defined in equation (2.17), and $\sigma$ is an additional smoothing term introduced by the sigmoid smoothing function. Compared with MMI estimation, in the MCE training criterion, the denominator term does not include the correct word sequence, and a sigmoid smoothing function is used [66]. When the smoothing term $\sigma = 1$, then yields:

$$F_{MCE}(\lambda) = \sum_{n=1}^{N} P(W_n|O_n; \lambda)$$

(2.19)

This is one specification of the minimum Bayes risk criterion, which will be discussed in the following section.

2.3.4 Minimum Bayes Risk (MBR)

In minimum Bayes risk (MBR) training, the expected loss in recognition is aimed to be minimised [74, 103]. Normally, the expected loss estimated on the training data is used as
an approximation [66]. MBR training then can be described as minimising the following objective function:

\[
\mathcal{F}_{\text{MBR}}(\lambda) = \sum_{n=1}^{N} \sum_{W} P(W|O_n; \lambda) \mathcal{L}(W, W_n)
\]  

(2.20)

where \(\mathcal{L}(W, W_n)\) is the loss function, that measures how different the word sequence \(W\) and the reference \(W_n\) are. There are a number of definitions for the loss function, and these definitions lead to different meaningful training criteria which will be discussed in the following paragraphs:

- **1/o loss**: For continuous speech recognition, 0/1 loss is equivalent to a sentence-level loss function. The loss function can be defined as follows:

\[
\mathcal{L}(W, W_n) = \begin{cases} 
1; & W \neq W_n \\
0; & W = W_n 
\end{cases}
\]  

(2.21)

When \(\sigma = 1\), the MCE training criterion (2.19) is the same as the MBR training criterion (2.20) with 1/o loss defined in (2.21).

- **Word-level loss**: This loss function is directly related to the expected word error rate (WER). It is normally computed by minimising the Levenshtein edit distance [112] between the word sequences \(W\) and \(W_n\). By using this word-level loss, MBR training is known as minimum word error (MWE) training [120].

- **Phone-level loss**: For large vocabulary speech recognition not all word sequences will be observed. To ensure generalisation, the loss function is often computed between phone sequences, rather word sequences [66]. This is known as minimum phone error (MPE) training [140, 141].

- **Frame-level loss**: Compared to the number of frames, the use of phone-level loss function reduces the number of possible errors to be corrected, and this might cause generalisation issues [66]. To address this problem, minimum phone frame error (MPFE) training was proposed, where the loss is defined as a measure of the number of frames having incorrect phone labels [211]. This is the same as the Hamming distance [173].

The MMI, MCE and MPE criteria have been compared on the Wall Street Journal (WSJ) task in [118]. In recognition, all these discriminative training significantly outperformed ML
training in terms of WER, and both MCE and MPE were found to outperform MMI on this task. In work [211], MPFE was reported to give small but consistent gains over MPE.

2.3.5 Large Margin Training

Alternative to MMI, MCE and MBR training, large margin training has been successfully used in speech recognition [94, 107, 113, 161]. For a large margin classifier, the generalisation error is bounded by the sum of the training error and a term that depends on the Vapnik-Chervonenkis (VC) dimension [34, 183]. The margin is the smallest distance between the reference label (correct class) and any alternative label (incorrect class), and for sequential data it can be expressed in the form of the log-posterior ratio [136, 147, 164]. The simplest form of the large margin training criterion can be described as maximising:

$$\mathcal{F}_{IM}(\lambda) = \sum_{n=1}^{N} \left[ \min_{W \neq W_n} \left\{ \log \left( \frac{P(W_n|O_n; \lambda)}{P(W|O_n; \lambda)} \right) \right\} \right]$$

(2.22)

where the class posterior distributions \(P(W_n|O_n; \lambda)\) and \(P(W|O_n; \lambda)\) are defined in equation (2.17), and the normalisation terms of the posterior distributions can be cancelled out in the large margin training criterion (2.22).

For a sequence classification task it is important to take into account loss. Alternative to criterion (2.22), in work [161] the margin is defined as being not smaller than a loss function. By using this type of margin definition, large margin training can be described as minimising the following objective function [147]:

$$\mathcal{F}_{IM}(\lambda) = \sum_{n=1}^{N} \left[ \max_{W \neq W_n} \left\{ \mathcal{L}(W, W_n) - \log \left( \frac{P(W_n|O_n; \lambda)}{P(W|O_n; \lambda)} \right) \right\} \right]$$

(2.23)

where \(\mathcal{L}(W, W_n)\) is the loss function, and the forms of this loss function were discussed in section 2.3.4. In order to omit the data that have already been classified correctly and beyond the margin, the hinge loss function \([\cdot]_+\) is introduced in the large margin training criterion (2.23), and it is defined as follows:

$$[f(x)]_+ = \begin{cases} 0 & \text{when } f(x) < 0 \\ f(x) & \text{when } f(x) \geq 0 \end{cases}$$

(2.24)

Because of the \(\max\{\cdot\}\) function, the objective function described in (2.23) is not differentiable. In order to simplify optimisation, the following soft-max inequality can be used as
an approximation:

\[
\max_i \{x_i\} \leq \log \left( \sum_i \exp(x_i) \right)
\]  \hspace{1cm} (2.25)

By using this inequality (2.25), the large margin training criterion (2.23) can be relaxed to its upper bound:

\[
\mathcal{F}_{\text{LM}}(\lambda) \leq \sum_{n=1}^N \left[ -\log P(W_n|O_n; \lambda) + \log \left( \sum_W P(W|O_n; \lambda) \mathcal{L}_{\exp}(W, W_n) \right) \right] +
\]  \hspace{1cm} (2.26)

where the loss function \( \mathcal{L}_{\exp}(W, W_n) \) is defined as \[147]:

\[
\mathcal{L}_{\exp}(W, W_n) = \begin{cases} 
\exp \left( \mathcal{L}_{\exp}(W, W_n) \right) & \text{when } W \neq W_n \\
0 & \text{when } W = W_n
\end{cases}
\]  \hspace{1cm} (2.27)

This upper bound (2.26) is related to the MMI and MBR objective functions described in (2.16) and (2.20) respectively. The first term within the hinge loss function is the negated log-posterior, which is the same as the MMI objective function; The second term is the logarithm of a MBR variant, where the loss function is defined as in equation (2.27) \[147]. Furthermore, if the conditional probability \( P(W|O; \lambda) \) is written in the form consisting of acoustic model likelihood and language model probability as described in (2.17), this upper bound (2.26) is related to the boosted MMI (BMMI) criterion \[143, 153]. The BMMI objective function to be maximised can be described as:

\[
\mathcal{F}_{\text{BMMI}}(\lambda) = \sum_{n=1}^N \log \left( \frac{p(O_n|W_n; \lambda)P(W_n)}{\sum_W p(O_n|W; \lambda)P(W) \exp \left( -h \mathcal{A}(W, W_n) \right)} \right)
\]  \hspace{1cm} (2.28)

where \( h \) is a boosting factor. \( \mathcal{A}(W, W_n) \) is the accuracy between a word sequence \( W \) and the given reference \( W_n \), and this accuracy can be expressed in terms of the number of correct phones in \( W \) as in MPE \[153\]. There are two main differences between the upper bound (2.26) and the BMMI objective function (2.28): in the former the hinge loss function is used, and in the latter a scaled accuracy function is used instead of the loss function (2.27) \[147\].

### 2.4 Adaptation and Adaptive Training

In speech recognition, since there will always be new speakers and new environments, it is common that the training data cannot adequately represent the test data, and this mismatch
might significantly degrade the recognition performance \cite{66}. To address this issue, adaptation was proposed to compensate the mismatch of acoustic conditions between the training and test data. Adaptation allows a small amount of data from target speaker (or noise condition) to be used to transform an acoustic model set to make it more closely match that speaker (or noise condition). By using adaptation, significant improvement can be achieved on the test data with various acoustic conditions \cite{66,203}. In general, adaptation can be performed by feature based approaches, model based approaches or combinations of them. Feature based approaches can be used to normalise acoustic features such that the mismatch between the training and test data can be reduced, whereas model based approaches are generally more powerful as they have more modelling power to represent acoustic variability and handle uncertainty \cite{56,192}. In the following subsections, the commonly used model based schemes such as maximum a posteriori (MAP) and maximum likelihood linear regression (MLLR) will be introduced. Many of these model based schemes can be employed in the framework of adaptive training, where speech variability and non-speech variability (such as speaker or acoustic conditions) are modelled separately \cite{203}.

2.4.1 Maximum a Posteriori (MAP)

The adaptation data can be viewed as additional training data, hence the most straightforward way to perform adaptation is to re-estimate the model parameters based on ML training. However, this approach might be problematic, since the amount of adaptation data usually is small. This leads to over-fitting of the trained model. To address this problem, maximum a posteriori (MAP) estimation was proposed \cite{68}, where in addition to the adaptation data, a prior distribution over the model parameters is used in parameter estimation. Let the model parameters be $\lambda$, given the adaptation data $\mathcal{D} = \{(O_1, W_1), \ldots, (O_N, W_N)\}$, MAP estimation can be described as maximising the following objective function:

$$
\mathcal{F}_{\text{MAP}}(\lambda) = \log p(\lambda) + \mathcal{F}_{\text{ML}}(\lambda)
$$

$$
= \log p(\lambda) + \sum_{n=1}^{N} \log p(O_n|W_n; \lambda)
$$

(2.29)

where $p(\lambda)$ is the prior distribution over the model parameters, and $\mathcal{F}_{\text{ML}}(\lambda)$ is the objective function of maximum likelihood estimation described in (2.14). By using MAP adaptation, the original prior parameter values can be effectively interpolated with those that would be
obtained from the adaptation data alone. This makes MAP especially useful for porting a well-trained model set to a new domain where only a limited amount of data is available [66]. One major drawback of MAP adaptation is that each Gaussian component is updated individually. If the adaptation data is sparse, then many of the model parameters will not be updated [66]. To address this problem, various extensions of MAP estimation have been proposed, e.g. the regression based model prediction [3] and structured MAP [163]. Alternative to extensions within the MAP framework, linear transform based approaches can be adopted to perform rapid adaptation of all Gaussian parameters, which will be discussed in the following subsection.

2.4.2 Linear Transform Based Adaptation

In speech recognition, the linear transform based adaptation approaches are widely used. Especially when the amount of adaptation data is limited, this type of adaptation is currently the most effective form [66]. In the transform based adaptation approaches, a set of linear transforms are used to map the existing model to a new adapted one such that the likelihood of the model parameters is maximised given the adaptation data [66]. When a single global transform \( T \) is considered, given the adaptation data \( D = \{ (O_1, W_1), \ldots, (O_N, W_N) \} \) and the unadapted model parameters \( \bar{\lambda} \), the transform then can be estimated by maximising the following likelihood function:

\[
\mathcal{F}(T) = \sum_{n=1}^{N} p(W_n|O_n; \bar{\lambda}, T)
\]  

(2.30)

In this thesis, three types of commonly used linear transform based adaptation will be introduced, namely maximum likelihood linear regression (MLLR) [110], variance MLLR and constrained MLLR (CMLLR) [55].

In the following subsections, bar notation will be used to denote the unmodified (or canonical) acoustic models and unmodified (or “clean”) observations. For example, \( \bar{\lambda} \) denotes the canonical set of HMM parameters, whilst \( \lambda \) denotes the adapted set of HMM parameters. Similarly, \( \bar{o} \) denotes the “clean” observation, whilst \( o \) denotes the noise-corrupted observation.
2.4.2.1 Maximum Likelihood Linear Regression (MLLR)

Maximum likelihood linear regression (MLLR) [110] was originally proposed to transform the mean vectors of the Gaussian components. Transforms later were extended to the covariance matrices [55]. In mean MLLR, only the means of the Gaussian components are transformed. For the \( m \)th component, the transform can be described as [110]:

\[
\mu_m = A \mu_m + b
\]

(2.31)

where \( \{A, b\} \) are the transform parameters associated with the mean vectors. In addition to mean vectors, transforms can also be applied to the covariance matrices. Then the transform can be described as follows [55]:

\[
\Sigma_m = H \Sigma_m H^\top
\]

(2.32)

where \( H \) are the transform parameters associated with the covariance matrices. This type of transform is usually called variance MLLR [200]. When both the mean vectors and covariance matrices are adapted, the likelihood for the \( m \)th Gaussian component can be computed by transforming the observations and means whilst keeping the covariance matrices unchanged [66]:

\[
\mathcal{N}(\alpha; \mu_m, \Sigma_m) = \frac{1}{|H|} \mathcal{N}(H^{-1} \alpha; H^{-1}(A \mu_m + b), \Sigma_m)
\]

(2.33)

When using this form (2.33), the likelihood can be efficiently computed by caching the transformed observations and means, especially in situations when the covariance matrices are diagonal [66, 200].

2.4.2.2 Constrained MLLR

In constrained MLLR (CMLLR), both the mean vectors and covariance matrices of the Gaussian components are transformed, and the transform matrices \( A \) and \( H \) are constrained to be the same. Then the CMLLR transform can be described as follows [55]:

\[
\mu_m = A \mu_m + b
\]

(2.34)

\[
\Sigma_m = A \Sigma_m A^\top
\]

(2.35)
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where $A$ is the constrained transform parameters, and $b$ is the bias for the mean transform. With this transform constraint, the likelihood described in (2.33) can be further written as:

$$N(o; \mu_m, \Sigma_m) = \frac{1}{|A|} N(A^{-1}o - A^{-1}b; \mu_m, \Sigma_m)$$
$$= \frac{1}{|A|} N(\tilde{o}; \tilde{\mu}_m, \tilde{\Sigma}_m) \quad (2.36)$$

where $\tilde{o}$ is the transformed observation:

$$\tilde{o} = A^{-1}o - A^{-1}b \quad (2.37)$$

Compared with mean and variance MLLR, CMLLR can be operated in the form of transforming observations as described in (2.37). This makes this type of transform efficient if the speaker (or environment) changes rapidly [66]. CMLLR is the form of linear transform most frequently used in adaptive training, which will be discussed at the end of this chapter. For the detail of transform estimation on the mean, variance and constrained MLLR, consulting the references [55, 110].

2.4.3 Vector Taylor Series (VTS)

The linear transform based schemes (discussed in the previous subsection) is usually used to adapt a speech recognition system to changes in speaker. Although these methods can reduce the effect of noise, more effective approaches have been proposed to compensate for noise effect, and these approaches are normally referred to as noise compensation. Adaptation and compensation have become similar in recent years and share many of the same attributes [192], hence in this thesis these two terms are used interchangeably. In this subsection, a noise compensation approach called vector Taylor series (VTS) compensation [2, 128] will be introduced.

Consider a simplified noisy acoustic environment model, where the clean speech signal $\tilde{o}$ (in the time domain) is corrupted by additive noise $n$ and channel distortion $h$ as illustrated in Figure 2.5. In the time domain, the relationship between the noise corrupted and clean speech signals (or the mismatch function) can be described as follows:

$$o = \tilde{o} \otimes h + n \quad (2.38)$$
where \( \otimes \) denotes convolution in the time domain. In the HMM based recognition system, the *Mel-frequency cepstral coefficients* (MFCC) [89, 200] are widely used. In the MFCC domain, the mismatch function (2.38) can be described as follows\(^1\) [1, 2, 63]:

\[
o^s = \bar{o}^s + h^s + C \log \left( 1 + \exp \left( C^{-1}(n^s - \bar{o}^s - h^s) \right) \right) = \bar{o}^s + f(\bar{o}^s, n^s, h^s)
\]

(2.39)

where \( o^s \) and \( \bar{o}^s \) are the noise corrupted and clean (static) observations. The superscript \( ^s \) denotes the static coefficients. In speech recognition, an observation \( o \) is often comprised of static coefficients appended with delta (\( \Delta \)) and delta-delta (\( \Delta^2 \)) dynamic coefficients \([52, 66]\), namely \( o = [o^{sT}, \Delta o^{sT}, \Delta^2 o^{sT}]^T \). In the mismatch function (2.39), \( n^s \) is the additive noise, \( h^s \) is the convolutional noise or channel distortion, and \( C \) is the *discrete cosine transform* (DCT) matrix.

Model compensation is aimed to obtain the parameters of the noise corrupted speech model from the clean speech and noise models [63]. Many of the model compensation approaches assume that if the clean speech and noise models are Gaussian, namely \( \mathcal{N}(\mu^s, \Sigma^s) \), \( \mathcal{N}(\mu^{\Delta^2}, \Sigma^{\Delta^2}) \) and \( \mathcal{N}(\mu^{\Delta}, \Sigma^{\Delta}) \), then the noise corrupted speech model is also Gaussian. Thus, the parameters of the corrupted speech distribution \( \mathcal{N}(\mu^m, \Sigma^m) \) for a particular component can be written as:

\[
\mu^m = \mathbb{E}\{o^s\}
\]

(2.40)

\[
\Sigma^m = \mathbb{E}\{o^s o^{sT}\} - \mu^m \mu^m
\]

(2.41)

where the expectation is taken with respect to the component distribution of the clean speech model and the distribution of the noise model. The relationship between the noise

---

\(^1\) In this section, when applying \( \log(\cdot) \) or \( \exp(\cdot) \) to a vector, an element-wise logarithm or exponential function is performed to all elements of the vector.

\(^2\) The convolution noise is usually assumed to be constant, namely \( \Sigma^{\Delta^2} = 0 \) [2, 63].
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corrupted and clean (static) speech ($o^s$ and $\bar{o}^s$) is described in equation (2.39). According to this equation (2.39), the noisy corrupted (static) speech $o^s$ is a highly non-linear function of the underlying clean (static) speech $\bar{o}^s$. There are no simple closed form solutions to these expectations in equations (2.40) and (2.41), hence various approximate approaches have been proposed. Parallel model combination (PMC) [61, 62] is one such approach, where the Gaussian means and variances in the cepstral domain are mapped into a linear domain in which the noise is additive, and the means and variances of the new distribution for the noise corrupted speech are computed, then they are mapped back to the cepstral domain [66]. An alternative approximate approach is VTS compensation [2, 128], where the vector Taylor series expansion is used to dealing with non-linearity.

In VTS compensation [2], the non-linearity between the noise corrupted speech and clean speech can be represented by using the first order vector Taylor series expansion of equation (2.39). For a particular component, when the expansion points for the vector Taylor series are the means of the clean speech, additive noise and convolutional noise (namely $\bar{\mu}^s_m$, $\mu^{s,n}_m$ and $\mu^{s,h}_m$), then the mean of the noise corrupted speech distribution can be described as follows:

$$\mu^s_m = \mathcal{E}\left\{ \bar{\mu}^s_m + f(\bar{\mu}^s_m, \mu^{s,n}_m, \mu^{s,h}_m) + (o^s - \bar{\mu}^s_m) \frac{\partial f}{\partial o^s} + (n^s - \mu^{s,n}_m) \frac{\partial f}{\partial n^s} + (h^s - \mu^{s,h}_m) \frac{\partial f}{\partial h^s} \right\}$$  \hspace{1cm} (2.42)

where function $f(\cdot)$ is defined in equation (2.39), and the expectation is taken over the clean speech and noise distributions, namely $\mathcal{N}(\bar{\mu}^s_m, \Sigma^s_m)$ for the clean speech, $\mathcal{N}(\mu^{s,n}_m, \Sigma^{s,n}_m)$ for the additive noise, and $\mathcal{N}(\mu^{s,h}_m, \Sigma^{s,h}_m)$ for the convolutional noise. The partial derivatives in (2.42) can be expressed in terms of partial derivatives of $o^s$ with respect to $\bar{o}^s$, $n^s$ and $h^s$ evaluated at $\bar{\mu}^s_m$, $\mu^{s,n}_m$ and $\mu^{s,h}_m$, and they can be described as follows [2, 66]:

$$\frac{\partial f}{\partial o^s} = \frac{\partial f}{\partial n^s} = A$$  \hspace{1cm} (2.43)
$$\frac{\partial f}{\partial n^s} = I - A$$  \hspace{1cm} (2.44)

where $A = C F C^{-1}$ and $F$ is a diagonal matrix whose elements are given by $1/(1 + \exp(C^{-1}(n^s - \bar{o}^s - h^s)))$. With the first order vector Taylor series approximation (2.42), the mean and variance of the noisy corrupted speech can be described as follows [2, 66]:

$$\mu^s_m = \bar{\mu}^s_m + f(\bar{\mu}^s_m, \mu^{s,n}_m, \mu^{s,h}_m)$$  \hspace{1cm} (2.45)
$$\Sigma^s_m = A \Sigma^s_m A^T + A \Sigma^{s,h} A^T + (I - A) \Sigma^{s,n} (I - A)^T$$  \hspace{1cm} (2.46)
In practice, the convolution noise is usually assumed to be constant, namely $\Sigma_{x,h} = 0$. Normally $\mu_{x,n}$, $\Sigma_{x,n}$ and $\mu_{x,h}$ are seldom known in advance, so they must be estimated from the test data. When they are not available, noise estimation can be based on the maximum likelihood (ML) noise estimation scheme [115]. For compensation of the delta and delta-delta coefficients, the continuous time approximation [76] is commonly used, where discrete time estimation of the gradient is approximated by the derivative with respect to time. More details can be found in [2].

2.4.4 Adaptive Training

In adaptation, a well trained acoustic model is pre-required, and the traditional approach to obtain the model is to train it on the data from a single source [66, 203]. The model then can be adapted to the test domain during recognition using the adaptation techniques introduced in the previous subsections. However, normally the the training data includes a large number of acoustic conditions such as speakers or noise conditions, hence acoustic mismatches exit within the training data. One approach to handling this problem is to use adaptation during training, and this type of method is referred to as adaptive training [5, 66], in which speech variability and acoustic conditions are modelled separately. Thus, in adaptive training (take the linear transform based approach for example), two sets of models are obtained, namely the canonical model $\bar{\Lambda}$ (which represents speech variability) and the transforms $\{T_1, \ldots, T_L\}$ (which represent different acoustic conditions), where $L$ is the number of different acoustic conditions. The framework of linear transform based adaptive training is illustrated in Figure 2.6. This type of adaptive training is also known as speaker adaptive training (SAT) [5], given that it was first proposed to handle speaker variability, where each speaker corresponds to an acoustic condition. The training procedure
of adaptive training is performed in an iterative way, and this process can be summarised as follows [66]:

1. Initialise the canonical model and the transform for each acoustic condition.
2. Estimate the transform for each acoustic condition using the training data associated with that condition.
3. Estimate the canonical model given all of the transforms.
4. Goto step (2) until convergence or the maximum number of iterations is reached.

The canonical model obtained from adaptive training cannot be directly employed in speech recognition, and the transforms for the test data need to be estimated given some supervision data. Then, the adapted model (the canonical model with transforms) can be used in the final recognition. Since CMLLR is simple to implement, it is widely used in adaptive training [58].

2.5 Summary

In this chapter, the most commonly used generative models in speech recognition, such Gaussian mixture models (GMMs) and hidden Markov models (HMMs), were introduced. In speech recognition, the state-of-the-art systems often employ deep neural networks (DNNs), therefore the frameworks of the DNN-HMM system and the joint decoding system were briefly introduced. Various training criteria for generative models, such as maximum likelihood (ML), maximum mutual information (MMI), minimum Bayes risk (MBR) and large margin training, were also briefly discussed. The mismatch between the training and test data is a common issue in speech recognition, hence the techniques such as adaptation and compensation to reduced this mismatch were discussed in this chapter. Moreover, adaptive training, which deals with the problem of the mismatch within the training data, was briefly discussed.
Chapter 3

Discriminative Models

In the previous chapter, the most commonly used generative models in speech recognition were introduced. To adopt a generative model in the classification task, Bayes’ rule needs to be applied to yield the posterior distribution of the class label given the observations. In speech recognition, HMMs are the most widely used acoustic models. Though discriminative training of the HMM normally achieves performance gains compared with generative training, however the underlying model is still generative. Recently, applying discriminative models directly to speech recognition is of growing interest [48, 54, 65, 79, 106, 215], where the conditional distribution of the class label given the observations is modelled directly. Compared with generative models, discriminative models may lead to improved performance, particularly when the class-conditional density assumptions of the generative models give a poor approximation to the true distributions [16]. Moreover, discriminative models do not make any assumption on the distribution of the input data, and not need to model the density as an incremental step, but focus on the boundary between classes. This means discriminative models do not waste any resources trying to model the joint distribution [132, 183]. As illustrated in Figure 3.1, the complicated structure in the probability density might have little impact on the posterior probabilities. Therefore, it is not always desirable to compute the joint distribution. Finally, discriminative models have the potential to improve performance as a wider range of features from the observation and word sequences can be used in training compared with generative models [54]. These are the main reasons why discriminative models have been widely and successfully used [105, 132, 183].
In this chapter, the most commonly used discriminative models will be introduced. Various training criteria and forms of features for discriminative models also will be discussed.

In general, discriminative models can be divided into two groups, namely the unstructured\footnote{In some literatures, the unstructured model is called the flat model.} and structured discriminative models. For structured discriminative models, the class labels are sequences and different class labels share the same common units. For example, in speech recognition sentences are structured labels, and different sentences share the same common units of words (or phones). For unstructured discriminative models, the class labels are single (atomic) units, and different class labels distinguish from each other. In the following sections, these two types of discriminative models will be discussed in detail.

### 3.1 Unstructured Discriminative Models

In this section, some of the commonly used unstructured discriminative models will be introduced. In order to distinguish from the class label $W$ which is a sequence, in this
thesis $w$ is used as the notation of the class label for unstructured discriminative models. The unstructured class labels are single units. For example, if the number of classes is $L$, the class label $w$ takes value from $\{1, \ldots, L\}$. Unstructured discriminative models can be directly applied to isolated word recognition [14, 63] or phone classification [152]. However, in continuous speech recognition (CSR) the number of the possible classes for an utterance is exponentially large. One solution to this problem is to use acoustic code breaking [185], which will be discussed at the end of this section.

### 3.1.1 Logistic Regression

For a discriminative model, the conditional distribution $P(w|O)$ is modelled directly, where $O = \{o_1, \ldots, o_T\}$ is a sequence of observations. In a two-class (or binary) classification problem with class labels $\{-1, 1\}$, the conditional probability $P(w|O)$ for class 1 can be written as a logistic sigmoid acting on a linear function of the feature vector [16]:

$$P(w = 1|O) = \frac{1}{1 + \exp(-f)} \quad (3.1)$$

The graphical representation of the logistic sigmoid function is illustrated in Figure 3.2. In equation (3.1), $f$ is a linear function of the feature vector $\varphi(O)$:

$$f = \eta^T \varphi(O) \quad (3.2)$$

Given the form of the conditional distribution (3.1) for class 1, the conditional distribution for class $-1$ can be written as $P(w = -1|O) = 1 - P(w = 1|O)$. This type of model
known as *logistic regression*\(^4\) [32, 189]. In (3.2), \(\eta\) are the model parameters, and \(\varphi(\cdot)\) is the
feature function that maps the observations \(O\) with various length to a fixed dimensional
space. One example of the feature vector is [209]:

\[
\varphi(O) = \begin{bmatrix} 1 \\
\sum_{t=1}^{T} o_t \end{bmatrix}
\]  

(3.3)

where 1 is introduced to allow a bias parameter.

Logistic regression only can be used in binary classification. In order to extend to multi-
class classification, the conditional probability \(P(w|O)\) can be given by a softmax transformation of a linear function of the feature vector [16]:

\[
P(w|O) = \frac{\exp(f_w)}{\sum_w \exp(f_w)}, \quad w \in \{1, \ldots, L\}
\]  

(3.4)

where \(\{1, \ldots, L\}\) are \(L\) different classes, and \(f_w\) is a linear function of the feature vector:

\[
f_w = \eta_w^T \varphi(O)
\]  

(3.5)

where \(\eta_w\) are the model parameters associated with class \(w\). This type of model (3.4) is re-
ferred to as *multinomial logistic regression*, which is also known as the *maximum entropy
model* [10, 119], (unstructured) *log-linear model*, or single-layer *artificial neural network
(ANN)* [15]. Given that a valid probability distribution satisfies \(\sum_w P(w|O) = 1\), the pa-
rameters for one class, such as \(\eta_w\) do not need to be estimated and can be set to 0. However,
these redundant parameters are normally kept in optimisation, for the numerical stability
reasons and equal treatment of all classes [14, 171].

The parameters \(\{\eta_1, \ldots, \eta_L\}\) of multinomial logistic regression can be combined to be
a single vector [209]:

\[
\eta = [\eta_1^T, \ldots, \eta_L^T]^T
\]  

(3.6)

Then the linear function of the feature vector \(f_w\) described in (3.5) can be expressed as:

\[
f_w = \eta_w^T \varphi(O) = \eta^T \phi(O, w)
\]  

(3.7)

where \(\phi(O, w)\) is a sparse feature vector that characterises the dependencies between ob-
servations \(O\) and class \(w\):

\[
\phi(O, w) = \begin{bmatrix}
\delta(w, 1) \varphi(O) \\
\vdots \\
\delta(w, L) \varphi(O)
\end{bmatrix}
\]  

(3.8)

\(^4\) It is worth noting that logistic regression is a model for classification rather than regression.
where $\delta(\cdot)$ is the Kronecker delta, and $\varphi(\cdot)$ is a feature function, e.g. the example given in equation (3.3). More forms of the feature function $\varphi(\cdot)$ will be discussed in section 3.5.

### 3.1.2 Support Vector Machines

Support Vector Machines (SVMs) [31, 183] are widely used supervised learning model in (binary) classification. For SVMs, the generalisation error is bounded by the sum of the training error and a term that depends on the Vapnik-Chervonenkis (VC) dimension [34, 108, 183]. Good generalisation of this type of classifier has enabled it to be successfully used in various research fields including speech recognition [60, 63, 67]. Intuitively, the SVM constructs a hyperplane that has the largest distance to the nearest training data point of any class. This distance between classes is referred to as margin. Figure 3.3 illustrates a binary classification task using the SVM for separable data in the two-dimensional space.

Consider a training set consisting of feature vector and class label pairs $\mathcal{D} = \{ (\varphi(O_1), w_1), \ldots, (\varphi(O_N), w_N) \}$, where $w_n \in \{-1, +1\}$ and $\varphi(O_n)$ is the feature vector for observations $O_n$. For a separable binary classification task, given the hyperplane of the SVM, which are parameterised by $\eta$ and bias $b$, correct classification of the training data will satisfy:

$$w_n(\eta^T \varphi(O_n) + b) \geq 1, \quad \forall n \in \{1, \ldots, N\}$$

(3.9)
where the training data are constrained to be not inside the region enclosed by the margin edges. The data located at the edges, namely $w_n(\eta^T \varphi(O_n) + b) = 1$, are called support vectors. As illustrated in Figure 3.3, the dashed lines are margin edges, and the solid line is the hyperplane (decision boundary). The margin is the distance between the dashed edges, and it can be expressed as [31]:

$$\text{margin} = \frac{2}{\|\eta\|}$$  \hspace{1cm} (3.10)

The optimal hyperplane is the unique one that maximises the margin (3.10) under the constraints in (3.9), hence constructing an optimal hyperplane (decision boundary) is a quadratic problem, and this optimal hyperplane is estimated such that the margin is maximised and all the training data are correctly classified\(^1\) [31]:

$$\min_{\eta, b} \frac{1}{2} \|\eta\|^2 \hspace{1cm} (3.11)$$
$$\text{s.t. } w_n(\eta^T \varphi(O_n) + b) \geq 1, \quad \forall n \in \{1, \ldots, N\}$$

Given the optimal hyperplane with parameters $\{\eta, b\}$ and a new input feature vector $\varphi(O)$, then classification can be described as follows:

$$\hat{w} = \text{sign}(\eta^T \varphi(O) + b)$$  \hspace{1cm} (3.12)

where $\text{sign}(\cdot)$ is the sign function that extracts the sign ($-1$ or $+1$) of a real number.

The discussion so far has based on the assumption that the training data is linearly separable. In many real-world applications, this assumption is not generally satisfied. In this case, the training data are aimed to be separated with a minimal number of errors. To allow training errors, slack variables, $\xi_n \geq 0$, are introduced. Then the constraint described in (3.9) is relaxed to $w_n(\eta^T \varphi(O_n) + b) \geq 1 - \xi_n$. This is known as the soft margin SVM constraint. For the data that lie outside the margin edges, $\xi_n = 0$. For the misclassified data or the data inside the edges, $\xi_n \geq 0$. The number of training errors is bounded by $\sum_n \xi_n$ [24]. Then, for the non-separable case, the hyperplane is found by minimising the upper bound of the training errors and maximising the margin for the correctly classified

\(^1\) The optimisation problem of minimising $\frac{1}{2} \|\eta\|^2$ is difficult to solve because it involves a square root. Alternatively, in SVMs $\frac{1}{2} \|\eta\|^2$ is minimised.
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data [31]:

\[
\min_{\eta, b} \left\{ \frac{1}{2} \|\eta\|^2 + C \sum_{n=1}^{N} \xi_n \right\} \\
\text{s.t. } w_n (\eta^T \varphi(O_n) + b) \geq 1 - \xi_n, \quad \forall n \in \{1, \ldots, N\} \\
\xi_n \geq 0, \quad \forall n \in \{1, \ldots, N\}
\]  

(3.13)

where \( C \) is a constant that is used to trade off between the margin and the training errors. (3.13) is known as the primal form of the SVM optimisation problem. Alternatively, this optimisation problem also can be expressed in a dual form, and more details can be found in [24, 31].

3.1.2.1 Multi-class SVMs

Binary classification is considered so far. For multi-class classification tasks, SVMs also can be applied by reducing the multi-class problem into multiple binary classification problems [41, 42, 88, 139]. Rather than decomposing the multi-class problem into multiple binary classification problems, the multi-class SVM [33] has been proposed, which is treated as a single optimization problem.

For multi-class classification, let the parameters for class \( w \) be \( \eta_w \), the number of classes \( L \) and the input feature vector \( \varphi(O) \), classification then can be expressed as follows:

\[
\hat{w} = \arg \max_w \left\{ \eta_w^T \varphi(O) \right\}
\]  

(3.14)

In multi-class SVMs, the score for the correct class, such as \( \eta_w^T \varphi(O) \), is aimed to be greater than the scores for the incorrect classes as much as possible. One such training criterion is expressed as follows [33]:

\[
\min_{\eta_1, \ldots, \eta_L} \left\{ \sum_{w=1}^{L} \frac{1}{2} \|\eta_w\|^2 + C \sum_{n=1}^{N} \xi_n \right\} \\
\text{s.t. } \eta_{w_n}^T \varphi(O_n) - \eta_w^T \varphi(O_n) \geq \mathcal{L}(w, w_n) - \xi_n, \quad \forall n, w \\
\xi_n \geq 0, \quad \forall n \in \{1, \ldots, N\}
\]  

(3.15)

\footnote{It is worth noting that here the bias is not written out separately, but it can be incorporated in the feature vector, e.g. the features described in equation (3.3).}
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where \(L\) is the total number of classes. \(\mathcal{L}(w, w_n)\) is the 1/0 loss, which is defined as \(\mathcal{L}(w, w_n) = 1 - \delta(w, w_n)\), and \(\delta(\cdot)\) is the Kronecker delta. Similar to that in multinomial logistic regression \((3.6)\), the parameters \(\{\eta_1, \ldots, \eta_L\}\) can be combined to be a single vector:

\[ \eta = [\eta_1, \ldots, \eta_L]^T \]  \hspace{1cm} (3.16)

and let the feature vector be the form described in \((3.8)\):

\[ \phi(O, w) = \begin{bmatrix} \delta(w, 1)\varphi(O) \\ \vdots \\ \delta(w, L)\varphi(O) \end{bmatrix} \]  \hspace{1cm} (3.17)

Classification then can be described as follows:

\[ \hat{w} = \arg\max_w \left\{ \eta^T \phi(O, w) \right\} \]  \hspace{1cm} (3.18)

and the training criterion \((3.15)\) becomes:

\[
\min_{\eta} \left\{ \frac{1}{2}\|\eta\|^2 + C \sum_{n=1}^{N} \xi_n \right\} \\
\text{s.t. } \eta^T \phi(O_n, w_n) - \eta^T \phi(O_n, w) \geq \mathcal{L}(w, w_n) - \xi_n, \quad \forall n, w \\
\xi_n \geq 0, \quad \forall n \in \{1, \ldots, N\} 
\]  \hspace{1cm} (3.19)

In the discussion so far, only the linear decision boundary (hyperplane) is considered. By applying the kernel trick \([22]\), SVMs (or multi-class SVMs) can also be applied to yield a non-linear decision boundary. By using a kernel function, the linear decision boundary is constructed in a transformed feature space. Thus though the decision boundary is a linear hyperplane in the transformed feature space, it might be nonlinear in the original input space. More details on the kernel trick can be found in \([22, 31, 33]\).

3.1.2.2 Relationships with Logistic Regression

In the training criterion \((3.19)\) of the multi-class SVM, when substituting the constraints into the minimisation criterion, training can be described as minimising the following objective function:

\[
\frac{1}{2}\|\eta\|^2 + C \sum_{n=1}^{N} \left[ \max_w \left\{ \mathcal{L}(w, w_n) - \left( \eta^T \phi(O_n, w_n) - \eta^T \phi(O_n, w) \right) \right\} \right]_+ 
\]  \hspace{1cm} (3.20)
where \( [\cdot]_+ \) is the hinge loss, which is defined as:

\[
[f(x)]_+ = \max \{0, f(x)\} = \begin{cases} 
0 & \text{when } f(x) < 0 \\
 f(x) & \text{when } f(x) \geq 0
\end{cases}
\] (3.21)

It is worth noting that the loss function is defined as \( \mathcal{L}(w, w_n) = 1 - \delta(w, w_n) \). When \( w = w_n \), the function inside the maximisation equals 0. Thus the maximisation function \( \max_w \{\cdot\} \) in (3.20) can be expressed as \( \max_w \{\cdot\} = \max \{0, \max_{w \neq w_n} \{\cdot\}\} \). According to the definition of the hinge loss described in (3.21), objective function (3.20) is equivalent to the following expression:

\[
\frac{1}{2} ||\eta||^2 + C \sum_{n=1}^{N} \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \left( \eta^T \phi(O_n, w_n) - \eta^T \phi(O_n, w) \right) \right\}^+ \] (3.22)

These two forms of expressions (3.20) and (3.22) are equivalent, and the later one is used throughout this thesis.

As discussed in [209], large margin training of the logistic regression model is equivalent to a SVM. The margin for logistic regression is defined as the log-posterior ratio between the correct class \( w_n \) and the best competing class \( w \). The large margin training criterion can be described as maximising this margin and minimising the loss function \( \mathcal{L}(w, w_n) \), which measures the distance between the class \( w \) and the correct one \( w_n \). By introducing a Gaussian prior, \( \log p(\eta) = \log \mathcal{N}(\eta; 0, CI) = -\frac{1}{2} ||\eta||^2 + \text{Constant} \), with zero mean and scaled identity matrix, large margin training of multinomial logistic regression (3.4) can be described as minimising:

\[
\frac{1}{2C} ||\eta||^2 + \sum_{n=1}^{N} \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \log \left( \frac{P(w_n|O_n)}{P(w|O_n)} \right) \right\}^+ \] (3.23)

This training criterion has similar form to large margin training of generative models described in (2.23). Substituting the definitions of the multinomial logistic regression (3.4) and (3.7) into criterion (3.23), then large margin training of multinomial logistic regression can be expressed as minimising:

\[
\frac{1}{2} ||\eta||^2 + C \sum_{n=1}^{N} \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \left( \eta^T \phi(O_n, w_n) - \eta^T \phi(O_n, w) \right) \right\}^+ \] (3.24)

This is the training criterion of the multi-class SVM described in (3.22). Therefore, large margin training of multinomial logistic regression models can be interpreted as multi-class
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![Figure 3.4: Acoustic code-breaking based on the most likely segmentation [147].](image)

SVMs. It is worth noting that, when a non-zero mean Gaussian prior is used, \( \log p(\eta) = \log \mathcal{N}(\eta; \mu_\eta, C I) = -\frac{1}{2C}||\eta - \mu_\eta||^2 + \text{Constant} \), a more general form of large margin training criterion (3.24) can be derived:

\[
\frac{1}{2}||\eta - \mu_\eta||^2 + C \sum_{n=1}^{N} \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \left( \eta^\top \phi(O_n, w) - \eta^\top \phi(O_n, w) \right) \right\}_+ \tag{3.25}
\]

3.1.3 Acoustic Code-breaking

In the previous subsections, unstructured discriminative models, such as logistic regression and SVMs, were discussed. In continuous speech recognition (CSR), the inputs are utterances, and the number of possible classes for an utterance is exponential large. Thus, it is impractical to directly model the whole utterance with unstructured discriminative models. One solution to this problem is to use acoustic code-breaking [185], where the continuous speech is segmented into segments, and then each segment is treated independently and classified separately. In acoustic code-breaking, the problem of sentence recognition is decomposed into the sub-problems of word (or phone) recognition. These sub-problems then can be addressed directly by using the unstructured discriminative models discussed in the previous subsections.

A number of acoustic code-breaking approaches have been proposed for CSR [63, 109, 185]. In these approaches, an existing HMM-based speech recogniser is used to yield the 1-best hypothesis or word lattice [179, 200], then classification can be performed based on
the given segmentation information. In this subsection, acoustic code-breaking based on the 1-best hypothesis and lattice will be discussed.

Given an input utterance $O$, an existing speech recogniser can be applied to generate the 1-best hypothesis and corresponding segmentation. In this thesis, such segmentation is called the most likely segmentation (given by this recogniser). Given the most likely segmentation, each segment of the utterance can be treated independently, and be classified separately. This type of acoustic code-breaking approach is illustrated in Figure 3.4. In work [63, 196], unstructured classifiers, such as SVMs, were employed in digit classification (where the class labels are zero to nine, oh and silence) under the framework of acoustic code-breaking as illustrated in Figure 3.4.

Alternative to the most likely segmentation, a confusion network can be used in acoustic code-breaking, where binary classification is performed for each word pair. This framework is illustrated in Figure 3.5, and can be summarised in three steps. In the first step, the word lattice is generated by using an existing speech recognition system, and Figure 3.5 (a) gives an example of the word lattice. In the second step, the word lattice is converted to a confusion network, and one example of the confusion network is illustrated in Figure 3.5 (b). In the third step, this confusion network is pruned such that each set of parallel arcs contains at most two as illustrated in Figure 3.5 (c). When the pruned confusion network is produced, binary classifiers can be applied to each confusion word pair. Normally, the binary classifiers are trained only for most frequent confusions which are determined from the training data, and the number of classifiers is limited by the number of available examples in the training
data. This makes acoustic code-breaking a limited approach, especially when the confusion pairs of the test data did not appear in training. Alternative to decompose sentence recognition into word (or phone) recognition by using acoustic code-breaking, structured discriminative models can be directly employed to recognise continuous speech, and this type of model will be discussed in the following section.

3.2 Structured Discriminative Models

In the previous section, unstructured discriminative models were discussed, where the class labels are considered as single (atomic) units and different units distinguish from each other. This type of model cannot be directly applied to speech recognition where the inputs are observation sequence and class labels are sentences, since the number of possible classes for an sentence could be unbounded, e.g. the number of possible classes for a 6-digit string is $10^6$. Although the framework of acoustic code-breaking can be applied, unstructured discriminative models only can be used in a very limited way, e.g. fixed segmentations and the limited number of confusion candidates. This motivates interest in structured discriminative models where the structure of the labels is considered. In structured discriminative models, the class label is considered as being comprised of atomic units, and different labels share the common set of units, e.g. different sentences can be considered as being comprised of a sequence of phones from a common set. In structured models, for each atomic unit there is a set of corresponding model parameters, hence the parameters for different classes can be constructed, even these classes did not appear in training. This is similar to HMMs in modelling sentence, where sentence models are constructed by concatenating word (or phone) models. Moreover, the (long range) dependencies within the input sequence can be modelled by structured models, whereas for unstructured models, the input sequence is
segmented and different segments are treated independently. Take handwriting recognition for example, for the handwriting illustrated in Figure 3.6, when different letters are treated separately, distinguishing between the second letter ‘r’ and the fourth letter ‘c’ in isolation is far from trivial. When the word is treated as a whole, in the context of the surrounding letters this task becomes much less error-prone [173]. Thus, structured discriminative models are better choices in classification of the sequential data with structured labels. In this section, various extensively used structured discriminative models, such as conditional random fields (CRFs) [104] and structured SVMs\(^4\) [209, 210], will be discussed.

### 3.2.1 Conditional Random Fields

Conditional random fields (CRFs) were original proposed by Lafferty [104] in the machine learning community, and this type of model has been widely used in various fields such as natural language processing (NLP) and automatic speech recognition (ASR) [48]. CRFs are discriminative models, where the conditional probability of the state sequence \(S = \{s_1, \ldots, s_T\}\) given the observation sequence \(O = \{o_1, \ldots, o_T\}\) is modelled directly\(^5\).

For HMMs, which are generative models, the joint distribution between the state and observation sequences is modelled:

\[
p(S, O) = \prod_{t=1}^{T} P(s_t|s_{t-1})p(o_t|s_t) \tag{3.26}
\]

\(^4\) Strictly speaking, structured SVMs are not discriminative models, but discriminant functions which map the inputs to class labels directly.

\(^5\) It is worth noting that only linear-chain CRFs are considered in this work, and the state and observation sequences have the same length.
where \( P(s_t|s_{t-1}) \) is the state transition probability, and \( p(\alpha_t|s_t) \) is the state output probability as discussed in section 2.2. The corresponding graphical model is illustrated in Figure 3.7 (a). It is worth noting that the graphical model in Figure 2.3 is a specification of the HMM (in Figure 3.7 (a)) with GMM state output distribution. Given the joint distribution \( p(S, O) \), the conditional distribution \( P(S|O) \) can be obtained through
\[
 P(S|O) = \frac{p(S, O)}{p(O)},
\]
whereas in maximum entropy Markov models (MEMMs) \([121]\), the conditional distribution of the state sequence given observations \( P(S|O) \) is modelled directly:
\[
P(S|O) = \prod_{t=1}^{T} P(s_t|s_{t-1}, \alpha_t)
\]  

where the distribution \( P(s_t|s_{t-1}, \alpha_t) \) is modelled by a maximum entropy model (or multinomial logistic regression), with form \( P(s_t|s_{t-1}, \alpha_t) \propto \exp \left( \eta^\top \phi(\alpha_t, s_t, s_{t-1}) \right) \), as discussed in section 3.1.1. The graphical representation of the MEMM is illustrated in Figure 3.7 (b). Compared with the graphical model of the HMM (in Figure 3.7 (a)), the direction of the arcs from the states to the observations is reversed, that denotes the state distributions now are conditioned on the observations. One major issue of MEMMs is the label bias problem \([104]\). In MEMMs, probability \( P(S|O) \) is factorised into terms of \( P(s_t|s_{t-1}, \alpha_t) \). This means if there are very few states \( s_t \) that can follow \( s_{t-1} \), then the role of the observation \( \alpha_t \) in distinguishing them is diminished \([48]\). In the extreme case when there is only one outgoing transition from \( s_{t-1} = 2 \) to \( s_t \) (say state 1), then \( p(s_t = 1|s_{t-1} = 2, \alpha_t) = 1 \), and consequently \( p(s_t \neq 1|s_{t-1} = 2, \alpha_t) = 0 \). Then the impact of \( \alpha_t \) is completely ignored by the model. In MEMMs, the label bias problem arises because for each state the conditional probability \( P(s_t|s_{t-1}, \alpha_t) \) is required to be locally normalized to sum to a probability distribution \([48]\).

The label bias problem can be addressed by CRFs \([104]\), where the state sequence \( S \) is modelled jointly (given the observation sequence \( O \)) and a global normalisation is used for the entire conditional distribution \( P(S|O, \eta) \) (with model parameters \( \eta \)), which can be expressed as follows:
\[
P(S|O, \eta) = \frac{1}{\mathcal{Z}(O, \eta)} \exp \left( \eta^\top \Phi(O, S) \right)
\]

where \( \mathcal{Z}(O, \eta) = \sum_S \exp \left( \eta^\top \Phi(O, S) \right) \) is a normalisation term that ensures \( P(S|O, \eta) \) is a valid probability distribution. \( \Phi(O, S) \) is the joint feature vector, which can be ex-

\[\text{footnote}^{4}\]

\[\text{footnote}\] In this thesis, the joint feature vector, that characterises the dependence between the observations and the label sequence (where the label is a sequence rather than a single unit), is denoted as \( \Phi(\cdot) \).
pressed as the form consisting of acoustic and language features [209]:

\[
\Phi(O, S) = \begin{bmatrix} \phi_{ac}(O, S) \\ \phi_{lg}(S) \end{bmatrix} = \sum_{t=1}^{T} \begin{bmatrix} \phi(o_t, s_t) \\ \phi(s_t, s_{t-1}) \end{bmatrix}
\]

(3.29)

where \( \phi(o_t, s_t) \) and \( \phi(s_t, s_{t-1}) \) are the acoustic and language feature vectors for frame \( o_t \). One simple form of the features is defined as the sufficient statistics with respect to the HMMs:

\[
\phi(o_t, s_t) = \begin{bmatrix} \vdots \\ \delta(s_t = i) \\ \delta(s_t = i) o_t \\ \delta(s_t = i) \text{diag}(o_t o_t^T) \\ \vdots \end{bmatrix}, \quad \forall i
\]

(3.30)

\[
\phi(s_t, s_{t-1}) = \begin{bmatrix} \vdots \\ \delta(s_t = i) \\ \delta(s_t = i, s_{t-1} = j) \\ \vdots \end{bmatrix}, \quad \forall i, j
\]

(3.31)

where \( \delta(\cdot) \) is the Kronecker delta. Thus, the position of \( o_t \) and \( \text{diag}(o_t o_t^T) \) in the feature vector \( \phi(o_t, s_t) \) depends on the state label \( i \). The features \( \phi(o_t, s_t) \) are associated with the state output probabilities, and the features \( \phi(s_t, s_{t-1}) \) are associated with the HMM transition probabilities. Alternative to the sufficient statistics with respect to the HMMs, log-likelihoods and their partial derivatives [106, 148] also can be used as the features. The form of the features based on log-likelihoods will be discussed in section 3.5.

### 3.2.2 Hidden Conditional Random Fields

In CRFs, the class labels are state sequences, and the conditional distribution of the state sequence given the observations \( P(S|O) \) is modelled. However, in some applications, the class labels are not directly linked to the observations, and the underlying hidden variables of the class needs to be considered. Speech recognition is a typical example, where the conditional distribution of the word (or sub-word) sequence given observations \( P(W|O) \) is modelled, and the state sequence is treated as hidden variables, which are marginalised out in calculating the conditional distribution \( P(W|O) \). Thus, hidden conditional random
fields (HCRFs) [79, 145] were proposed to generalise CRFs to handle the hidden variables underlying the class labels. In HCRFs, the conditional distribution of the word (or sub-word) sequence \( W = \{w_1, \ldots, w_T\} \) given the observation sequence \( O = \{o_1, \ldots, o_T\} \) can be expressed as follows:

\[
P(W|O, \eta) = \frac{1}{Z(O, \eta)} \sum_S \exp \left( \eta^T \Phi(O, W, S) \right)
\]  

(3.32)

where \( S = \{s_1, \ldots, s_T\} \) is the state sequence corresponding to the observation sequence \( O = \{o_1, \ldots, o_T\} \), and the sum is over all possible state sequences \( S \) associated with label \( W \). \( \eta \) are model parameters and \( Z(O, \eta) = \sum_W \sum_S \exp \left( \eta^T \Phi(O, W, S) \right) \) is the normalisation term. Compared with CRFs described in (3.28), in HCRFs the hidden variables are marginalised out, and optimisation is no longer convex, so a global optimum on the training set is not guaranteed [48]. In (3.32), the form of the joint feature vector \( \Phi(O, W, S) \) has a similar form to that in CRFs (3.29):

\[
\Phi(O, W, S) = \begin{bmatrix}
\phi_{k}(O, W, S) \\
\phi_{b}(W, S)
\end{bmatrix} = \sum_{t=1}^{T} \begin{bmatrix}
\phi(o_t, s_t) \\
\phi(s_t, s_{t-1})
\end{bmatrix}
\]  

(3.33)

where \( S \) is a state sequence associated with the word (or sub-word) sequence \( W \). \( \phi(o_t, s_t) \) and \( \phi(s_t, s_{t-1}) \) are acoustic and language feature vectors described in (3.30) and (3.31).

In CRFs and HCRFs, the model structure is embodied in the formation of joint feature vector \( \Phi(\cdot) \). The model parameters and joint feature vectors for a sentence can be constructed by combining the local parameters and features associated with the states and words (or sub-words) [209, 210]. This is similar to the HMM for an sentence, which is formed by concatenating the HMM word (or sub-word) models.

### 3.2.3 Segmental Conditional Random Fields

Segmental conditional random fields (SCRFs) are the extension of CRFs. SCRFs relax the Markov assumption from the frame level to the segment level. This means the Markov assumption is not enforced on the observations within the segment, that allows to capture long-span dependencies [48]. This type of model is also known as the semi-Markov CRF [154]. Let \( \rho = \{\rho_1, \ldots, \rho_T\} \) be an segmentation corresponding to observations \( O = \{O_{(1)}, \ldots, O_{(T)}\} \) with label \( W = \{w_1, \ldots, w_T\} \), where \( O_{(i)} \) is one segment of observations, and \( \rho_i \) gives segmentation information for the word (or sub-word) label \( w_i \), e.g.
the index of the frames associated with label $w_i$. The conditional distribution modelled by SCRFs can be expressed as:

$$P(W|O, \eta) = \frac{1}{\mathcal{Z}(O, \eta)} \sum_{\rho} \exp \left( \eta^T \Phi(O, W, \rho) \right)$$  \hspace{1cm} (3.34)

This type of model is also known as the conditional augmented model (CAug) [106]. In the model definition (3.34), the sum is over all possible segmentations $\rho$ associated with label $W$. $\mathcal{Z}(O, \eta) = \sum_W \sum_{\rho} \exp \left( \eta^T \Phi(O, W, \rho) \right)$ is the normalisation term same as that in CRFs and HCRFs. The joint feature vector $\Phi(O, W, \rho)$ allows the observations within a segment to be related, rather than making conditional independence assumption on the observations in CRFs and HCRFs [209]:

$$\Phi(O, W, \rho) = \begin{bmatrix} \phi_{ac}(O, W, \rho) \\ \phi_{lg}(W, \rho) \end{bmatrix} = \left[ \begin{array}{c} \phi(O_{(i)}, w_i) \\ \phi(w_i, w_{i-1}) \end{array} \right]$$  \hspace{1cm} (3.35)

where $|\rho|$ is the number of segments. $\phi(O_{(i)}, w_i)$ and $\phi(w_i, w_{i-1})$ are the segment level acoustic and language feature vectors. Let $\{v_1, \ldots, v_L\}$ denote all unique sub-sentence units (words or sub-words) in the dictionary, the acoustic feature vector can be expressed as:

$$\phi(O_{(i)}, w_i) = \begin{bmatrix} \vdots \\ \delta(w_i = v_l) \varphi(O_{(i)}) \\ \vdots \end{bmatrix}, \ \forall l$$  \hspace{1cm} (3.36)

where $\varphi(\cdot)$ is the feature vector for a segment, which maps the observations with various length to a vector with fixed dimension. One possible expression of $\varphi(\cdot)$ is comprised of likelihoods:

$$\varphi(O_{(i)}) = \begin{bmatrix} \log p(O_{(i)}|v_1) \\ \vdots \\ \log p(O_{(i)}|v_L) \end{bmatrix}$$  \hspace{1cm} (3.37)

The language feature vector $\phi(w_i, w_{i-1})$ is related to unigram and bigram language models, and might be described as [209]:

$$\phi(w_i, w_{i-1}) = \begin{bmatrix} \vdots \\ \delta(w_i = v) \\ \delta(w_i = v, w_{i-1} = v') \\ \vdots \end{bmatrix}, \ \forall v, v'$$  \hspace{1cm} (3.38)

where $v$ and $v'$ are the possible words (or sub-words) in the dictionary. The graphical representation of a HCRF is illustrated in Figure 3.8.
3.2.4 Structured Log-linear Models

In the previous subsection, segmental CRFs (or conditional augmented models) were introduced. In this type of model, the sum over all possible segmentations leads to a non-convex optimisation problem and inefficiency in training. Analogous to Viterbi decoding \[46, 187\], where the likelihood is calculated by finding the most likely state sequence, here the most likely segmentation \(\rho\) is used instead of summing over all possible segmentations \[147\]. Then segmental CRFs described in \((3.34)\) can be approximated as a log-linear model:

\[
P(W|O, \eta) \approx \frac{1}{Z(O, \eta)} \exp \left( \eta^T \Phi(O, W, \rho) \right)
\]

The most likely segmentation \(\rho\) can be obtained from the generative model (HMM). Given the HMM with parameters \(\lambda\), the most likely segmentation \(\rho\) can be estimated by maximising \[54\]:

\[
\rho_\lambda = \arg \max_{\rho} P(\rho)p(O|\lambda, \rho)
\]

where \(p(O|\lambda, \rho)\) is the likelihood given by the HMM. In this work, the probabilities of choosing different segments are supposed to be equal, namely \(P(\rho)\) is a uniform distribution. Alternatively, the optimal segmentation obtained from discriminative models is discussed in \[210\]. In this work, the best segmentation from discriminative model is only considered in classification, where the best segmentation aims to maximise the conditional probability described in \((3.39)\), i.e. \(\max_{\rho} \eta^T \Phi(O, W, \rho)\) for the numerator term. Then classification with this log-linear model can be described as follows \[210\]:

\[
\hat{W} = \arg \max_{W} \left\{ \max_{\rho} \eta^T \Phi(O, W, \rho) \right\}
\]

This yields both the optimal word sequence and segmentation.
3.2 Structured Discriminative Models

It is worth noting that multinomial logistic regression discussed in section 3.1.1 and CRFs in section 3.2.1 also belong to the framework of log-linear models, but with different definitions of the feature function \( \Phi(\cdot) \).

3.2.5 Structured SVMs

Structured SVMs are generalisations of SVMs to handle the sequential data with structured labels. Similar to the SVM, the structured SVM is a discriminant function, where the (sequential) input is mapped to a (sequential) label directly by maximising the discriminant function:

\[
\hat{W} = \arg \max_{W} \left\{ \eta^T \Phi(O, W, \rho) \right\} \tag{3.42}
\]

where \( \eta \) are the model parameters. \( \Phi(\cdot) \) is the joint feature vector. One example is given in (3.35) and various forms of the joint features will be discussed in detail in section 3.5. In speech recognition, the segmentation \( \rho \) is seldom known. Thus, in classification the optimal segmentation needs to be estimated with the class label:

\[
(\hat{W}, \hat{\rho}) = \arg \max_{W, \rho} \left\{ \eta^T \Phi(O, W, \rho) \right\} \tag{3.43}
\]

This is equivalent to classification with log-linear models as described in (3.41).

Given the training data \( \mathcal{D} = \{(O_1, W_1), \ldots, (O_N, W_N)\} \) comprised of utterance and label pairs, and the corresponding most likely segmentations \( \{\rho_1, \ldots, \rho_N\} \) from HMMs as described in (3.40). The training criterion of the structured SVM can be expressed as follows:

\[
\min_{\eta} \left\{ \frac{1}{2} \|\eta\|^2 + C \sum_{n=1}^{N} \xi_n \right\}, \quad \forall n, \xi_n \geq 0 \tag{3.44}
\]

s.t. \( \forall n, (W, \rho) \neq (W_n, \rho_n) : \)

\[
\eta^T \Phi(O_n, W_n, \rho_n) - \eta^T \Phi(O_n, W, \rho) \geq \mathcal{L}(W, W_n) - \xi_n,
\]

\[
\xi_n \geq 0
\]

where \( (W, \rho) \) is any possible label and segmentation pair, and it is different to the reference and most likely segmentation pair \( (W_n, \rho_n) \). \( \mathcal{L}(W, W_n) \) is the loss function between label
$W$ and reference $W_n$. Similar to the SVM, the training criterion (3.44) can be written as
minimising follows:

$$
\frac{1}{2}||\eta||^2 + C \sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \left( \eta^T \Phi(O_n, W_n, \rho_n) - \eta^T \Phi(O_n, W, \rho) \right) \right\} \right]_+ \tag{3.45}
$$

where $[\cdot]_+$ is the hinge loss defined in (3.21). For each training instance, the best competing
label and segmentation pair $(W, \rho)$ is found over all possible labels and segmentations\(^4\)
except the reference with the corresponding segmentation $(W_n, \rho_n)$.

### 3.2.5.1 Relationships with Log-linear Models

Structured SVMs are closely related to the log-linear models discussed in section 3.2.4.
Analogous to the relationship between multinomial logistic regression and the SVM (discussed in section 3.1.2.2), the structured SVM can be interpreted as large margin training
of the log-linear model described in (3.39) [210]. When the margin is defined as the log-posterior ratio of the log-linear models between the reference $W_n$ and the best competing
label $W$, the large margin training criterion can be described as maximising this margin and
minimising the loss function $\mathcal{L}(w, w_n)$. By introducing a prior $p(\eta)$, large margin training
of the log-linear model described in (3.39) can be described as minimising [210]:

$$
- \log p(\eta) + \sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \log \left( \frac{P(W_n | O_n, \eta)}{P(W | O_n, \eta)} \right) \right\} \right]_+ \tag{3.46}
$$

When the prior $p(\eta)$ is a Gaussian distribution, $p(\eta) = \mathcal{N}(0, C I) \propto \exp\left(-\frac{1}{2\sigma^2}||\eta||^2\right)$, with zero mean and scaled identity matrix, and substituting the definition of the log-linear model (3.39) into the large margin training criterion (3.46), the denominator terms of the log-linear models can be cancelled out. Then, the training criterion (3.46) can be further
written as minimising:

$$
\frac{1}{2}||\eta||^2 + C \sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \left( \eta^T \Phi(O_n, W_n, \rho_n) - \eta^T \Phi(O_n, W, \rho) \right) \right\} \right]_+ \tag{3.47}
$$

\(^4\) These possible labels and segmentations can be obtained from a denominator lattice [147, 209].
This is the training criterion of the structured SVM described in (3.45). In some applications, the prior knowledge on the model parameters $\eta$ is available, then a non-zero mean Gaussian distribution can be introduced, e.g. $p(\eta) = N(\mu, C \boldsymbol{I}) \propto \exp(-\frac{1}{2\sigma^2}||\eta - \mu||^2)$. $\mu$ is the available model parameters, e.g. the parameters of the log-linear model trained with the conditional maximum likelihood criterion. With this non-zero mean Gaussian distribution, large margin training of the log-linear model can be described as follows:

$$
\frac{1}{2}||\eta - \mu||^2 + C \sum_{n=1}^{N} \max_{W, \rho \neq \rho_n} \left\{ \mathcal{L}(W; W_n) - \left( \eta^T \Phi(O_n, W_n, \rho_n) - \eta^T \Phi(O_n, W, \rho) \right) \right\}
$$

(3.48)

### 3.3 Training Criteria for Discriminative Models

Different structured discriminative models were discussed in the previous section. Similar to generative models, various training criteria can be employed in training these discriminative models. In this section, the commonly used training criteria for discriminative models will be discussed. Let the training data for discriminative models be $\mathcal{D} = \{(O_1, W_1), \ldots, (O_N, W_N)\}$, which consist of utterance and reference pairs. Given these training data, the model parameters can be estimated by maximising (or minimising) the training criteria, and these criteria will be discussed in the following subsections.

#### 3.3.1 Conditional Maximum Likelihood (CML)

Similar to maximum likelihood estimation for generative models, *conditional maximum likelihood* (CML) training is extensively used in parameter estimation of discriminative models. In CML estimation, given the training data $\mathcal{D}$, the conditional likelihood of the model parameters is maximised. The objective function of CML estimation can be expressed as follows:

$$
\mathcal{F}_{\text{CML}}(\eta) = \sum_{n=1}^{N} \log p(W_n | O_n, \eta)
$$

(3.49)

It is worth noting that this training criterion (3.49) has the same form as the maximum mutual information (MMI) training criterion (2.16) for the generative models. The difference is
that in the MMI criterion the conditional distributions are written in the form of consisting of likelihoods (from generative models) through Bayes’ rule as described in (2.17).

In CML training, the objective function (3.49) is to be maximised. Normally, the iterative training approaches, such as gradient based algorithms, are used in parameter estimation. For CRFs and log-linear models, the objective function is convex, hence a global optimum can be found in parameter estimation; whereas, for hidden CRFs and segmental CRFs, due to the sum over the latent variables, the objective function is no longer convex, and a global optimum is not guaranteed [48].

3.3.2 Minimum Bayes Risk (MBR)

In discriminative training of generative models, minimum Bayes risk (MBR), which minimises the expected loss on the training data, is one of the most extensively used training criteria. Similarly, this type of training criterion also can be applied to discriminative models. In MBR training, the objective function to be minimised can be expressed as follows:

$$
    \mathcal{F}_{\text{MBR}}(\eta) = \sum_{n=1}^{N} \sum_{W} P(W|O_n, \eta) \mathcal{L}(W, W_n) 
$$

(3.50)

where \(W\) denotes all possible word sequences. \(\mathcal{L}(W, W_n)\) is the loss function, that measures how different the word sequence \(W\) and the reference \(W_n\) are. Analogous to MBR training of generative models discussed in section 2.3.4, there are a number of definitions for the loss function, and these definitions lead to different meaningful training criteria, such as the minimum word error (MWE) and minimum phone error (MPE) criteria.
3.3.3 Large Margin Training

In large margin training, the margin is defined as the log-posterior ratio of the structured discriminative models between the reference \( W_n \) and the best competing label \( W \) (this margin definition is illustrated in Figure 3.9). Then the training criterion can be described as minimising the inverse of this margin and the loss function \( \mathcal{L}(W, W_n) \) [65]:

\[
\mathcal{F}_{\text{LM}}(\eta) = \sum_{n=1}^{N} \left[ \max_{W \neq W_n} \left\{ \mathcal{L}(W, W_n) - \log \left( \frac{P(W|O_n, \eta)}{P(W|O_n, \eta)} \right) \right\} \right]_+ \tag{3.51}
\]

where \( [\cdot]_+ \) is the hinge loss defined in (3.21). The maximum is found over all possible labels \( W \) except the correct one \( W_n \). This criterion (3.51) has the same form as the large margin training criterion (2.23) for generative models. The difference is that for generative models the conditional distributions \( P(W|O) \) are written in the form of consisting of likelihoods through Bayes’ rule as described in equation (2.17).

For segmental CRFs (also apply to hidden CRFs), by substituting the model definition (3.34) into the large margin training criterion (3.51), the denominator terms of the discriminative models can be cancelled out. Then criterion (3.51) can be further written as follows:

\[
\mathcal{F}_{\text{LM}}(\eta) = \sum_{n=1}^{N} \left[ \max_{W \neq W_n} \left\{ \mathcal{L}(W, W_n) + \log \left( \sum_{\rho} \exp \left( \eta^\top \Phi(O_n, W_n, \rho) \right) \right) \right\} \right]_+ \tag{3.52}
\]

This optimisation problem can be solved by using the concave-convex procedure (CCCP) [204] and cutting plane algorithm [96], but efficiency might be an issue. First, the sum over all possible segments leads to inefficiency in training and decoding. Moreover, this objective function is not convex, although it is comprised of concave and convex functions. For Log-linear models (and CRFs), this large margin training criterion (3.51) (with a Gaussian prior) is equivalent to the training criterion of the structured SVM as discussed in section 3.2.5.1.

3.4 Adaptation for Discriminative Models

As discussed in section 2.4, in speech recognition the mismatch between the training and test data is a common issue. In order to address this mismatch problem, a range of adapta-
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tion approaches, such as maximum a posteriori (MAP) and linear transform based schemes, have been proposed. Analogously, for discriminative models, adaptation also can be applied, and the adaptation approaches can be split into three broad categories: general adaptation, linear transform based approaches and feature adaptation [65]. For generative models, the majority of adaptation approaches are based on maximum likelihood (ML), whereas for discriminative models, adaptation is usually based on conditional maximum likelihood (CML).

In general adaptation approaches, there is no assumption made on the nature of the features in the model. Maximum a posteriori (MAP) [27, 170] is a typical example. Similar to adaptation for generative models discussed in section 2.4.1, MAP adaptation for discriminative models can be described as maximising the follows:

\[
F_{MAP}(\eta) = \log p(\eta) + F_{CML}(\eta) \\
= \log p(\eta) + \sum_{n=1}^{N} \log p(W_n|O_n, \eta)
\] (3.53)

where \(F_{CML}(\eta)\) is the CML criterion described in (3.49), and \(p(\eta)\) is the prior distribution over parameters \(\eta\). This prior distribution is often chosen to be a Gaussian distribution. When the Gaussian prior has the non-zero mean and scaled identity covariance matrix, namely \(p(\eta) = N(\mu, C I) \propto \exp\left(-\frac{1}{2C}||\eta - \mu||^2\right)\), MAP adaptation described in (3.53) can be expressed as the CML criterion with a regularisation term:

\[
F'_{MAP}(\eta) = -\frac{1}{2C}||\eta - \mu||^2 + F_{CML}(\eta)
\] (3.54)

It is worth noting that the Gaussian prior also can be used in large margin training (3.51). As discussed in section 3.2.5.1, when the discriminative models are log-linear models, large margin training with a Gaussian prior is equivalent to the training criterion of structured SVMs.

Although the general approaches can be applied in discriminative models, they do not take advantage of any structure in the features [65]. Alternative approaches, such as linear transform based schemes, have been proposed in [117, 169]. These approaches make use of linear transforms similar to that for HMMs discussed in section 2.4.2. The third form of adaptation is related to feature compensation schemes used in generative models [65]. In this approach, the features are modified to be independent of the speaker or environment,
rather than adapting the model parameters. These adapted features can be generated based on generative models, and various adaptation techniques (some of these were discussed in section 2.4) can used for these generative models. The features based on generative models will be discussed in detail in the following section.

3.5 Features for Discriminative Models

Various structured discriminative models have been introduced in section 3.2. In this section, the possible forms of the feature vector for segmental CRFs, log-linear models and structured SVMs will be discussed in detail. In general, the features for these discriminative models can be expressed as a form consisting of the acoustic and language features\(^4\) [209]:

\[
\Phi(O, W, \rho) = \begin{bmatrix}
\phi_{ac}(O, W, \rho) \\
\phi_{lg}(W, \rho)
\end{bmatrix}
\] (3.55)

where \(\Phi(\cdot)\) is the joint feature function, which characterise the dependencies between the observations and label sequence, and the corresponding feature vector \(\Phi(O, W, \rho)\) is known as the joint feature vector. \(O = \{o_1, \ldots, o_T\}\) are the observations (or utterance), \(W\) is the class label (or sentence) which is a word (or sub-word) sequence, and \(\rho\) is the segmentation. Given the segmentation \(\rho = \{\rho_1, \ldots, \rho_I\}\), where \(I\) is the number of segments and \(\rho_i\) gives information for the \(i\)th segment, e.g. the frames index associated with the \(i\)th segment, the observations and corresponding label sequence can be described as \(O = \{O_{(1)}, \ldots, O_{(I)}\}\) and \(W = \{w_1, \ldots, w_I\}\), where \(O_{(i)}\) is a segment and \(w_i\) is a word or sub-word unit. This type of notation is used throughout this thesis. In the feature definition (3.55), \(\phi_{ac}(O, W, \rho)\) are the acoustic features which are related to the observation statistics, and \(\phi_{lg}(W, \rho)\) are the language features that relate to pronunciation probabilities and word statistics [65, 209]. Normally, the acoustic features for speech recognition can be divided into two categories, namely the frame level and segment level features. The acoustic features can be expressed in a general form of summing over the features for all segments:

\[
\phi_{ac}(O, W, \rho) = \sum_{i=1}^{I} \phi(O_{(i)}, w_i, \rho_i)
\] (3.56)

\(^4\) In some literatures, the language features are also called supra-segmental features [65, 147].
where $\phi(O(i), w_i, \rho_i)$ is the feature vector for one segment. In the following subsections, the forms of the acoustic and language features will be discussed in detail.

### 3.5.1 Frame Level Features

When using frame level features, in this thesis another type of hidden information is considered as being associated with the segmentation $\rho$, i.e. the state index $S = \{s_1, \ldots, s_T\}$ corresponding to the observations $O = \{o_1, \ldots, o_T\}$. Let $L$ be the total number of unique states, the frame level features for a segment then can be expressed as follows [65]:

$$
\phi(O(i), w_i, \rho_i) = \sum_{t \in \rho_i} \phi(o_t, s_t) = \sum_{t \in \rho_i} \left[ \begin{array}{c} \delta(s_t, 1) \varphi(o_t) \\ \vdots \\ \delta(s_t, L) \varphi(o_t) \end{array} \right]
$$

(3.57)

where $\{\rho_i\}$ denotes the index of the frames associated with the $i$th segment, and $\delta(\cdot)$ is the Kronecker delta. It is worth noting that since the segmentation information is given, $s_t$ (where $t \in \{\rho_i\}$) only denotes the state associated with $w_i$, and this also applies to the following discussion. In (3.57) $\varphi(o_t)$ is the feature (vector) for observation $o_t$, and various definitions of $\varphi(o_t)$ will be discussed in the following subsections. By substituting this form of frame level features (3.57) in, the acoustic features defined in (3.56) can be further expressed as follows:

$$
\phi_{ac}(O, W, \rho) = \sum_{t=1}^{T} \phi(o_t, s_t) = \sum_{t=1}^{T} \left[ \begin{array}{c} \delta(s_t, 1) \varphi(o_t) \\ \vdots \\ \delta(s_t, L) \varphi(o_t) \end{array} \right]
$$

(3.58)

### 3.5.1.1 Gaussian Statistic and Log-likelihood Features

A simple form of the features $\varphi(o_t)$ is the one used in HCRFs [79], which consists of the Gaussian sufficient statistics of observations:

$$
\varphi(o_t) = \left[ \begin{array}{c} 1 \\ o_t \\ \text{diag}(o_t o_t^T) \end{array} \right]
$$

(3.59)

when the parameters corresponding to this feature vector are:

$$
\eta_t = \left[ \begin{array}{c} -\frac{1}{2} (k \log(2\pi) + \log |\Sigma| + \log (\mu^T \Sigma^{-1} \mu)) \\
\Sigma^{-1} \mu \\
-\frac{1}{2} \text{diag}(\Sigma^{-1}) \end{array} \right]
$$

(3.60)
where $k$ is the dimension of the observation $o_t$. Given this parameter definition (3.60), the dot product of the feature vector and parameters is the log-likelihood for a Gaussian distribution$^1$:

$$\eta_t^\top \varphi(o_t) = \log N(o_t; \mu, \Sigma)$$  \hspace{1cm} (3.61)

where $\mu$ is the mean of the Gaussian distribution, and $\Sigma$ is a diagonal covariance matrix.

By using this form of parameters (3.60), state output distributions of the HMM can be retrieved. This is the reason why CRFs and HCRFs can retrieve the HMM probabilities [79], which means the HMM baseline can be achieved by setting the parameters in a fashion described in (3.60). This also motivates the use of log-likelihoods as features, where the dimensionality of the features can be dramatically reduced compared with the Gaussian statistic features. The simplest form of the log-likelihood features for an frame can be expressed as follows:

$$\varphi(o_t) = \left[ \log p(o_t|s_t) \right]$$  \hspace{1cm} (3.62)

where $p(o_t|s_t)$ is the state output distribution. Thus, it is straightforward that the state output distribution can be retrieved by setting the corresponding parameter to be 1. In additional to log-likelihoods, features can be based on classifiers which provide information about the discrimination between word (or sub-word) classes [65]. Multilayer perceptron (MLP) [15] is one such example, which provides the posterior probability of phone units.

In terms of log-likelihood features, when the log-likelihoods are given by the DNN-HMM hybrid system, where the likelihoods are obtained according to Bayes’ rule as described in equation (2.9): $p(o_t|s_t) \propto P(s_t|o_t)/P(s_t)$ $^2$. The softmax activation function is often used for the output layer of the DNN. Let the outputs of the last hidden layer be $h$, and $A$ be the weights for the output layer, then the dot production of the feature $\varphi(o_t)$ described in (3.62) and the corresponding parameter $\eta_t$ can be expressed as:

$$\eta_t^\top \varphi(o_t) = \eta_t A_{s_t}^\top h + \eta_t f(s_t)$$  \hspace{1cm} (3.63)

where $A_{s_t}$ is the row of $A$ that is associated with state $s_t$, and $f(s_t)$ is a state dependent function, which is the logarithm of the normalisation term that ensures $p(o_t|s_t)$ be a valid

$^1$ Without loss of generality, a single Gaussian distribution is considered here.

$^2$ Since $p(o_t)$ is not a function of the state $s_t$, and it has a equal impact on the DNN outputs, hence it is left out in the analysis.
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distribution. According to this expression, it is interesting to note that the features extracted from the hybrid system can be viewed as being transformed from the hidden layer outputs [38]. As described in (3.63), discriminative models introduce additional parameters in the feature transformation, thus optimal transforms might be learnt with an appropriate training criterion.

3.5.1.2 Features Based on Multiple Systems

In general, different systems have various characteristics, make different errors, and are expected to provide complementary advantages. Thus, in speech recognition, system combination approaches are of growing interest, and state-of-the-art speech recognisers typically utilise multiple systems to make ensemble decisions. Analogously, features can be extracted from multiple systems. In this work, only the log-likelihood based features are considered. The features for an frame based on \( D \) different systems can be described as:

\[
\varphi(o_t) = \begin{bmatrix}
\log p_1(o_t | s_t) \\
\vdots \\
\log p_D(o_t | s_t)
\end{bmatrix}
\] (3.64)

where \( p_d(o_t | s_t) \) is the log-likelihood given by the \( d \)th system. According to the feature definition (3.64), in generating the features, the likelihoods are given by the output distributions of the same state associated different systems. Thus, these different systems share the same HMM topology as that in the joint decoding system discussed in section 2.2.

When using frame level features based on multiple systems, by substituting the feature definitions (3.64), (3.58) and (3.55) in, decoding with log-linear models described in (3.41) can be further expressed as follows\(^1\):

\[
\hat{W} = \arg \max_W \left\{ \max_S \left\{ \sum_{t=1}^{T} \sum_{j=1}^{L} \delta(s_t, j) \sum_{d=1}^{D} \eta_{j,d} \log p_d(o_t | s_t) \right\} \right\} (3.65)
\]

where \( t \) is the index for frames, \( j \) is the \( j \)th unique state, and \( d \) is the index for systems. \( \eta^{lg} \) and \( \eta_{j,d} \) are the parameters corresponding to features \( \phi^{lg}(W, \rho) \)^\(^2\) and \( \log p_d(o_t | s_t) \)^\(^3\),

\(^1\) As discussed at the beginning of section 3.5.1, the hidden states \( S \) are considered as being associated with the segmentation \( \rho \). When using frame-level features, maximisation yields the best word and state sequences.

\(^2\) The language model features \( \phi^{lg}(W, \rho) \) are the elements of the joint feature vector described in (3.55).

\(^3\) \( \log p_d(o_t | s_t) \) is the \( d \)th element of the feature vector described in (3.64).
and they are elements of the whole model parameters \( \eta \). For the \( t \)th frame, in decoding as described in (3.65), the acoustic score computed for frame \( \alpha_t \) can be described as:

\[
\mathcal{L}(\alpha_t | s_t = j) = \sum_{d=1}^{D} \eta_{j,d} \log p_d(\alpha_t | s_t = j) \tag{3.66}
\]

This is the same as the combined score used in joint decoding described in (2.10), but with more general state dependent combination weights \( \eta^j = [\eta_{j,1}, \ldots, \eta_{j,v}] \), which vary with state \( j \). When the language score \( \eta^l \phi_{l^k}(W, \rho) \) is comprised of the state transition probability \( P(S) \) and the probability given by the language model \( P(W) \), namely \( \eta^l \phi_{l^k}(W, \rho) = \log P(S) + \log P(W) \), decoding with log-linear models becomes HMM Viterbi decoding (using combined state output score (3.66)), and it is equivalent to standard joint decoding discussed in section 2.2.

### 3.5.2 Segment Level Features

Various forms of frame level features were discussed in the previous subsection, where the features for utterances are comprised of feature based on frames. This is just one option for feature extraction. Rather than extracting features for each frame \( \alpha_t \), feature generation can be based on segments \( O_{(i)} \). There are a number of advantages for this type of (segment level) features, e.g. the features could be expressed in a more compact form, and long-span dependencies within the segment are enabled [48]. In this subsection, the segment level features based on log-likelihoods will be discussed.

For segment level features, the general form of the features for an segment can be expressed as follows [65]:

\[
\phi(O_{(i)}, w_i, \rho_i) = \begin{bmatrix} \delta(w_i, v_1) \varphi(O_{(i)}) \\ \vdots \\ \delta(w_i, v_L) \varphi(O_{(i)}) \end{bmatrix} \tag{3.67}
\]

where \( \{v_1, \ldots, v_L\} \) denote all possible sub-sentence units (such as words or tri-phones) in the dictionary, and \( \delta(\cdot) \) is the Kronecker delta. \( \varphi(O_{(i)}) \) is the feature vector for segment \( O_{(i)} \), and the form of the feature vector \( \varphi(O_{(i)}) \) will be discussed in the following subsection. By substituting this form of segment level features (3.67) in, the acoustic features

\footnote{As described in equation (2.10), in standard joint decoding the combination weights are system dependent and do not vary with state \( j \).}
defined in (3.56) can be further described as follows:

$$\phi_{ac} (O, W, \rho) = \sum_{i=1}^{I} \phi (O_{(i)}, w_i, \rho_i) = \sum_{i=1}^{I} \left[ \delta(w_i, v_1) \varphi(O_{(i)}) \right]$$

(3.68)

An example of constructing the segment level acoustic features is illustrated in Figure 3.10.

3.5.2.1 Log-likelihood Features

In speech recognition log-likelihood features are one of the most commonly used forms, and for this type of features $\varphi(O_{(i)})$ can be expressed as follows [196, 209]:

$$\varphi(O_{(i)}) = \begin{bmatrix} \log p(O_{(i)}|v_1) \\ \vdots \\ \log p(O_{(i)}|v_L) \end{bmatrix}$$

(3.69)

where $p(O_{(i)}|v_l)$ is the likelihood given by generative model associated with label $v_l$. When each segment corresponds a tri-phone\footnote{The following discussion also applies to the systems using graphemes with context information.}, the number of all possible unique tri-phones $L$ is very large. Then, the dimension of the feature vector $\varphi(O_{(i)})$ is very high. This leads to inefficiency in training. Normally, when using tri-phones, the features $\varphi(O_{(i)})$ only use log-likelihoods corresponding to the tri-phones having the same context with $w_i$ (which is the label corresponds to $O_{(i)}$). For example, when $w_i = \text{"b-uh+k"}$, only the models associated with the tri-phones having the form “b-*$+k$” (where $*$ denotes all possible mono-phones)
are used in generating the log-likelihoods:

$$
\varphi(O_{(i)}) = \begin{bmatrix}
\log p(O_{(i)}|"b-aa+k") \\
\log p(O_{(i)}|"b-ae+k") \\
\vdots \\
\log p(O_{(i)}|"b-zh+k")
\end{bmatrix}
$$ (3.70)

This can significantly reduce the dimensionality of the features, and this form of setting can also be applied to the features based on multiple systems which will be discussed in the next subsection.

Let the parameters corresponding to features (3.68) be \([\eta^{(v_1)}, \ldots, \eta^{(v_L)}]^{\top}\). Analogous to the discussion for the frame level log-likelihood features, let the score \(\eta^{h}_{l}(W, \rho)\) be the probability \(P(W)\) given by the language model, the HMM probability can be retrieved by setting the elements of the parameters associated with the correct label to be 1 and others 0, namely \(\eta^{(v_1)} = [1, 0, \ldots, 0], \ldots, \eta^{(v_L)} = [0, 0, \ldots, 1]\). This means the HMM baseline can be achieved by configuring the parameters in this fashion.

In addition to log-likelihoods, the derivatives of the log-likelihoods also can be used in the features:

$$
\varphi(O_{(i)}) = \begin{bmatrix}
\log p(O_{(i)}|v_1) \\
\nabla_\lambda \log p(O_{(i)}|v_1) \\
\vdots \\
\log p(O_{(i)}|v_L) \\
\nabla_\lambda \log p(O_{(i)}|v_L)
\end{bmatrix}
$$ (3.71)

where \(\lambda\) are the parameters of the generative model, and \(\nabla_\lambda\) represents the derivative with respect to \(\lambda\). There are a number of advantage to using derivative features, e.g. if the generative model is an HMM then the resulting features do not have the same underlying conditional independence assumptions of the HMM [65, 209], moreover the derivative features can provide more discriminative information [109, 148, 209].

### 3.5.2.2 Features Based on Multiple Systems

In section 3.5.1.2 the frame level features based on multiple systems were discussed. Analogously, the segment level features also can be based on multiple systems. Let \(D\) be the number of systems used in feature generation. One form of the segment level features \(\varphi(O_{(i)})\)
can be expressed as follows [38]:

$$
\varphi(O_{(i)}) = \left[ \begin{array}{c}
\log p_1(O_{(i)}|v_1) \\
\vdots \\
\log p_1(O_{(i)}|v_L) \\
\log p_D(O_{(i)}|v_1) \\
\vdots \\
\log p_D(O_{(i)}|v_L) \\
\end{array} \right] \right \} \text{features from system } 1 \\
\text{features from system } D
$$

(3.72)

This type of features has been studied in work [38], where two systems were used in feature generation. Since the features use the log-likelihoods not only from the correct labels, but also from the competing ones, the dimensionality of the feature vector is very high, and this leads to inefficiency in training. Alternatively, one simplified form can be used [199]:

$$
\varphi(O_{(i)}) = \left[ \begin{array}{c}
\log p_1(O_{(i)}|w_i) \\
\vdots \\
\log p_D(O_{(i)}|w_i) \\
\end{array} \right]
$$

(3.73)

where only the log-likelihoods associated with the correct labels $w_i$ are used in feature generation. In this thesis, this type of features (3.73) will be examined in the experimental section. The commonly used acoustic features are tabulated in Table 3.1.

3.5.3 Language Features

The form of the language features are mainly associated with the state, phone and word sequence [65]. When using frame level features, the segmentation also specifies the state information. Then one of the simplest forms for language features is based on the state transition features [79]:

$$
\phi_{lg}(W, \rho) = \sum_{t=1}^{T} \left[ \begin{array}{ccc}
\vdots \\
\delta(s_t = i) \\
\delta(s_t = i, s_{t-1} = j) \\
\vdots \\
\end{array} \right], \ \forall i, j
$$

(3.74)

where $T$ is the number of frames. $i$ and $j$ denote any possible states pair which specifies a valid state transition.
Table 3.1: The commonly used acoustic features.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Representation</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian Statistics</td>
<td>$\varphi(\mathbf{o}_t) = \begin{bmatrix} \frac{1}{\mathbf{o}_t} \ \text{diag} (\mathbf{o}_t \mathbf{o}<em>t^T) \ \vdots \ \nabla</em>\lambda \log p(\mathbf{o}_t</td>
<td>s) \ \vdots \end{bmatrix}, \forall s$</td>
</tr>
<tr>
<td></td>
<td>$\varphi(\mathbf{o}_t) = \begin{bmatrix} \log p(\mathbf{o}_t</td>
<td>s) \ \nabla_\lambda \log p(\mathbf{o}_t</td>
</tr>
<tr>
<td></td>
<td>$\varphi(\mathbf{o}_t) = \begin{bmatrix} \log p_1 (\mathbf{o}_t</td>
<td>s_t) \ \vdots \ \log p_D (\mathbf{o}_t</td>
</tr>
<tr>
<td>Segment Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Derivatives</td>
<td>$\varphi(\mathbf{O}(i)) = \begin{bmatrix} \log p(\mathbf{O}(i)</td>
<td>v) \ \nabla_\lambda \log p(\mathbf{O}(i)</td>
</tr>
<tr>
<td></td>
<td>$\varphi(\mathbf{O}(i)) = \begin{bmatrix} \log p_1 (\mathbf{O}(i)</td>
<td>w_i) \ \vdots \ \log p_D (\mathbf{O}(i)</td>
</tr>
</tbody>
</table>

For segment level features, the corresponding language features can be based on unigram and bigram features:

$$\phi_{lg}(W, \rho) = \sum_{i=1}^{I} \begin{bmatrix} \delta(w_i = v) \\ \delta(w_i = v, w_{i-1} = v') \\ \vdots \end{bmatrix}, \forall v, v'$$

(3.75)

where $I$ is the number of segments. $v$ and $v'$ denotes any possible sub-sentence units, such as words, in the dictionary. Another extensively used form of the language features is based on the probability given by the language model [209]:

$$\phi_{lg}(W, \rho) = \left[ \log P(W) \right]$$

(3.76)

where $P(W)$ is the probability of the word sequence $W$ given by the language model, e.g. the n-gram language model. This type of language features (3.76) will be examined in the experimental section.
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3.6 Summary

In this chapter, various unstructured discriminative models have been introduced. For unstructured models, the structure of the class labels is not considered and each class label is treated as a single (atomic) unit, these models cannot be directly applied to continuous speech recognition. Thus, the framework of acoustic code breaking was discussed, where the continuous speech is segmented into segments, and then each segment is treated independently and classified separately. Rather than treating different speech segments independently, structured discriminative models can be employed in continuous speech recognition directly. In structured models the label structure is considered, e.g. different sentences share the same common set of sub-sentence units (such as words or phones). Since the features play a significant role in discriminative models, different forms of features were also discussed. In general these features can be divided up into the acoustic features and the language features, and various forms of the acoustic features are summarised in Table 3.1.
Bayesian Non-parametric Models

In the previous sections, various commonly used parametric models (including both the generative and discriminative models) in speech recognition were discussed, where $\mathbf{o}$ denotes a speech observation vector, $\lambda$ and $\eta$ indicate the model parameters for generative and discriminative models in speech recognition. In this section, a general discussion on Bayesian non-parametric models will be given, and a more general form of notations will be used, e.g. $\mathbf{x}$ denotes the input vector, and $\mathcal{G}$ indicates the whole model parameter set.

4.1 Motivations

Maximum likelihood (ML) estimation [89] discussed in section 2.3.1 is one of the most commonly used estimate methods for parametric models. In ML estimation, the model parameters are considered as fixed but unknown values, and the parameters can be estimated by maximising the likelihood function. For example, given a parametric model $p(\mathbf{x} | \mathcal{G})$ with training data $\mathcal{D} = \{\mathbf{x}_1, \cdots, \mathbf{x}_n\}$, the model parameters $\mathcal{G}$ can be estimated by maximising the likelihood function:

$$
\hat{\mathcal{G}} = \arg \max_{\mathcal{G}} \prod_{n} p(\mathbf{x}_n | \mathcal{G})
$$

(4.1)

In maximum likelihood estimation, since the model parameters are estimated by maximising the likelihood given the training data, extreme conclusions might be drawn, espe-
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...cially when the number of training data is relatively small. This is also known as over-fitting. In order to mitigate this problem, Bayesian approaches can be employed. In Bayesian approaches, the model parameters are considered as random variables, and a prior distribution \( p(\mathcal{G}) \) is used to express the uncertainty of these parameters. When making predictions, all the model parameters are marginalised out:

\[
p(x|\mathcal{D}) = \int p(x|\mathcal{G})p(\mathcal{G}|\mathcal{D})d\mathcal{G}
\]  

(4.2)

This is called the predictive distribution, which is the distribution of the unobserved data (prediction) conditional on the observed ones \(^{166}\). In equation (4.2), the posterior distribution \( p(\mathcal{G}|\mathcal{D}) \) can be obtained through Bayes’ rule:

\[
p(\mathcal{G}|\mathcal{D}) \propto p(\mathcal{G}) \prod_{n} p(x_{n}|\mathcal{G})
\]  

(4.3)

When more data are observed, the posterior distribution can be viewed as the prior, and the new posterior distribution can be obtained through Bayes’ rule described in (4.3). This motivates maximum a posteriori (MAP) to be an adaptation approach in speech recognition \(^{66, 68}\). In MAP estimation, the model parameters can be estimated by maximising the posterior distribution described in (4.3).

In parametric approaches, the complexity of the model needs to be determined in advance, e.g. specifying the number of states in a hidden Markov model. In order to avoid the problem of setting model complexity, Bayesian non-parametric models can be applied, e.g. the infinite Gaussian mixture model (iGMM) was proposed to sidestep the problem of choosing component number in GMMs \(^{149}\). For parametric models, the number of parameters is finite and predetermined. In contrast, for non-parametric models, the number of parameters is infinite, namely, the size of the parameter set \( \mathcal{G} \) may be infinite. In Bayesian non-parametric models, a prior distribution is defined on the infinite dimensional parameter space. Given the training data (or observed data), data analysis is performed by posterior inference, computing the posterior distribution of the model parameters given the observed data. Rather than specifying the model complexity in advance (parametric models), the model complexity is part of the posterior inference for Bayesian non-parametric models. When making predictions, the posterior distribution of the model parameters can be integrated over, effectively averaging over models of all possible complexity \(^{50, 70, 133}\).

Suppose the model complexity is denoted by \( M \), e.g. the number of components in the mixture model, the predictive distribution for Bayesian non-parametric models can be
obtained by marginalising over all the model parameters (including the model complexity). This might be expressed as follows:

$$p(x|\mathcal{D}) = \sum_M \int p(x|\mathcal{G}_M, M)p(\mathcal{G}_M, M|\mathcal{D})d\mathcal{G}_M$$

(4.4)

where $\mathcal{G}_M$ denotes the model parameters associated with model complexity $M$. Since the complexity of the model is considered, the posterior distribution of the model parameters $p(\mathcal{G}_M, M|\mathcal{D})$ is extremely complicated or does not have an analytical form. This leads to intractability in calculating the predictive distribution (4.4). Thus, approximate methods need to be applied, e.g. the Monte Carlo (MC) approaches [6, 16].

### 4.1.1 De Finetti’s Theorem

In the previous section, the motivation for Bayesian non-parametric models was discussed. This section will examine de Finetti’s theorem [45], which is often taken as a justification for Bayesian non-parametric models.

Consider a sequence of variables $\{x_1, \cdots, x_N\}$. These variables are exchangeable, if any permutation of their indices has equal probability:

$$p(x_1, \cdots, x_N) = p(x_{\sigma(1)}, \cdots, x_{\sigma(N)})$$

(4.5)

where $\{\sigma(1), \cdots, \sigma(N)\}$ is any permutation (or reordering) of $\{1, \cdots, N\}$. This definition (4.5) can be extended to the infinite situation. An infinite sequence $\{x_1, x_2, \cdots\}$ is infinite exchangeable, if any finite subset of the variables is exchangeable [11, 69]. Exchangeability is a reasonable assumption, since it is common that the indices of variables are only chosen to distinguish from each other. Exchangeability reflects the assumption that the variables do not depend on their indices although they might be dependent on each other. Moreover, infinite exchangeability makes the model unaffected by the unobserved data (e.g. the test data). Compared with the independently and identically distributed (i.i.d.) assumption, exchangeability is a much weaker assumption, and the i.i.d. assumption automatically results in exchangeability of the sequence [133, 168, 177].

De Finetti’s theorem states that for any infinity exchangeable sequence of variables $\{x_1, x_2, \cdots\}$, where $x_n \in \mathcal{X}$, there exists a random variable set $\mathcal{G}$, such that the joint distribu-
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The distribution of any \( N \ (N \geq 1) \) variables satisfies:

\[
p(x_1, \cdots, x_N) = \int p(\mathcal{G}) \prod_{n=1}^{N} p(x_n|\mathcal{G}) d\mathcal{G}
\]

(4.6)

where \( p(\mathcal{G}) \) is the prior distribution over parameters \( \mathcal{G} \). In de Finetti’s theorem, when \( \mathcal{X} \) is a finite dimensional discrete space, \( \mathcal{G} \) are finite-dimensional. When \( \mathcal{X} \) is a continuous space, \( \mathcal{G} \) are infinite-dimensional (typically a random measure).

According to de Finetti’s theorem described in (4.6), exchangeability automatically implies the existence of a Bayesian model with random latent parameters \( \mathcal{G} \). Thus, in Bayesian models the assumption, that is the existence of randomly distributed parameters, is not a modelling hypothesis, but a mathematical consequence of the data’s properties [133]. When the observations are continuous, the parameters \( \mathcal{G} \) are infinite-dimensional, since there is no finite parameterisation for the space of continuous densities [133, 168]. This implies the number of parameters in the Bayesian model is infinite. The Bayesian model then becomes a Bayesian non-parametric model. Thus, de Finetti’s theorem is considered as the justification of Bayesian non-parametric models.

In de Finetti’s theorem, the model parameter set \( \mathcal{G} \) is typically a random measure. The Dirichlet process (DP) [18, 44, 160] defines a distribution over probability measures with many attractive properties, and is widely used in practice due to its simplicity and the computational efficiency in inference. This motivates a class of Bayesian non-parametric models based on Dirichlet processes which will be further discussed in the following sections.

4.2 Bayesian Approaches

In the previous section, the motivation for employing Bayesian non-parametric models and de Finetti’s theorem were discussed. This section will briefly introduce Bayesian approaches for generative models and discriminative models.

4.2.1 Bayesian Inference

In terms of a generative model, a frequentist point of view may be adopted, where the model parameters are considered as fixed but unknown, and the values of the parameters are determined by an estimator (or criterion), e.g. the maximum likelihood (ML) estimator described
in (4.1). These estimated parameters then can be used in making predictions. As discussed in the previous section, ML estimation might lead to over-fitting. Bayesian approaches are an alternative. Compared with frequentist schemes, Bayesian approaches employ a prior distribution over the model parameters to express the uncertainty of these parameters before observing the data, and make precise revisions of uncertainty in the light of new evidence. The revised distribution is expressed in the form of a posterior distribution [16, 81]. As described in (4.2), when making predictions, all the model parameters are marginalised out:

\[
p(x|D) = \int p(x|\mathcal{G})p(\mathcal{G}|D)d\mathcal{G}
\]

This is called the predictive distribution [166]. For a generative model, the posterior distribution \(p(\mathcal{G}|D)\) in equation (4.7) can be obtained according to Bayes’ rule:

\[
p(\mathcal{G}|D) \propto p(\mathcal{G}|\boldsymbol{\Lambda}) \prod_{n} p(x_n|\mathcal{G})
\]

where \(p(\mathcal{G}|\boldsymbol{\Lambda})\) is a prior distribution with hyperparameters \(\boldsymbol{\Lambda}\). It is worth noting that the maximum likelihood estimate is the maximum of the posterior distribution described in (4.8) without considering the prior distribution \(p(\mathcal{G}|\boldsymbol{\Lambda})\) (or when the prior is a uniform distribution). In ML estimation, the likelihood function is employed to estimate the model parameters, whereas Bayesian approaches utilise the likelihood function to update the prior beliefs.

In the posterior distribution described in (4.8), the prior distribution \(p(\mathcal{G}|\boldsymbol{\Lambda})\) captures any available knowledge about the data generation process. The hyperparameters \(\boldsymbol{\Lambda}\) can be set to some fixed value based on our prior beliefs [168]. A fully Bayesian analysis places a prior distribution \(p(\boldsymbol{\Lambda})\) on the hyperparameters. In practice, an empirical Bayesian method is often applied, in which the hyperparameters \(\boldsymbol{\Lambda}\) are estimated by maximising the marginal likelihood of the training data:

\[
\hat{\boldsymbol{\Lambda}} = \arg \max_{\boldsymbol{\Lambda}} \int p(\mathcal{G}|\boldsymbol{\Lambda}) \prod_{n} p(x_n|\mathcal{G})d\mathcal{G}
\]

As described in equation (4.7), the predictive distribution is obtained by integrating over all the model parameters. The posterior distribution described in the right hand side of (4.8) is un-normalised. When the normalisation term of the posterior distribution \(p(\mathcal{G}|D)\) is not possible to compute, or the posterior distribution does not have a closed form, the
integral by definition in calculating the predictive distribution (4.7) becomes intractable. Then, approximate methods such as Monte Carlo (MC) approaches [6] can be applied. In the MC approach, the integral in the predictive distribution (4.7) can be approximated by summing over \( K \) samples:

\[
p(x|D) \approx \frac{1}{K} \sum_{k=1}^{K} p(x|G^{(k)})
\]

(4.10)

where the samples \( \{G^{(1)}, \ldots, G^{(K)}\} \) are drawn from the posterior distribution \( p(G|D) \) described in (4.8). Alternative to MC approaches [6], a point estimate scheme can be applied, in which the model parameters \( G \) are estimated by maximising the model posterior distribution described in (4.8):

\[
\hat{G} = \arg \max_{\hat{G}} p(G|D) = \arg \max_{\hat{G}} p(G|A) \prod_{n} p(x_n|G)
\]

(4.11)

This is called maximum a posteriori (MAP) estimation. Compared with ML estimation described in (4.1), a prior distribution is incorporated in MAP estimation. Thus, MAP estimation can be viewed as a regularisation of ML estimation. Given the point estimated parameters \( \hat{G} \), the posterior distribution of the model parameters can be written in the form of a Dirac delta function, namely \( p(G|D) \approx \delta(G, \hat{G}) \). Then, the predictive distribution described in (4.7) becomes:

\[
p(x|D) \approx \int p(x|G)\delta(G, \hat{G})dG = p(x|\hat{G})
\]

(4.12)

### 4.2.2 Conditional Bayesian Inference

For a classification task, a discriminative model, which models the posterior distribution \( P(w|x) \) directly, might be preferred. One reason for selecting discriminative models is that they do not make any assumption on the distribution of the input data, and it is not necessary to model the density \( p(x|w) \). Instead these models focus on the boundary between classes. A simple example is illustrated in Figure 3.1 of Chapter 3. The complicated structure in the probability density function has little effect on the posterior probabilities. Therefore, it is not always necessary to compute the joint distribution. This is the main reason why discriminative models have been widely and successfully used [105, 132, 183].
4.2 Bayesian Approaches

For the discriminative model \( P(w|x, \mathcal{G}) \), which gives the conditional distribution of the class \( w \) given the observation \( x \), with model parameters \( \mathcal{G} \), assume the training data are \( \mathcal{D} = \{(x_1, w_1), \ldots, (x_N, w_N)\} \), ML estimation for the generative model described in equation (4.1) becomes conditional maximum likelihood (CML) estimation:

\[
\hat{G} = \arg \max_\mathcal{G} \prod_n P(w_n|x_n, \mathcal{G})
\]  

(4.13)

Under a Bayesian setting, the model parameters \( \mathcal{G} \) are given a prior distribution, and Bayes’ rule is used to update the distribution after new evidence is observed. When making predictions, similar to the predictive distribution for a generative model described in (4.7), the class posterior distribution\(^1\) for the discriminative model can be obtained by marginalising out all the model parameters [17, 105]:

\[
P(w|x, \mathcal{D}) = \int P(w|x, \mathcal{G}) p(\mathcal{G}|\mathcal{D}) d\mathcal{G}
\]  

(4.14)

Analogous to the posterior distribution of model parameters for a generative model described in (4.8), the posterior distribution \( p(\mathcal{G}|\mathcal{D}) \) can be obtained according to Bayes’ rule:

\[
p(\mathcal{G}|\mathcal{D}) \propto p(\mathcal{G}|\Lambda) \prod_n P(w_n|x_n, \mathcal{G})
\]  

(4.15)

where \( p(\mathcal{G}|\Lambda) \) is the prior distribution of the model parameters, and \( \Lambda \) are hyperparameters. Normally, neither the posterior distribution \( p(\mathcal{G}|\mathcal{D}) \) nor the integral in the class posterior distribution (4.14) is tractable. Analogous to the approximation made for generative models (4.10), Monte Carlo (MC) approaches can be applied to approximate the class posterior distribution (4.14):

\[
P(w|x, \mathcal{D}) \approx \frac{1}{K} \sum_{k=1}^K P(w|x, \mathcal{G}^{(k)})
\]  

(4.16)

where the samples \( \{\mathcal{G}^{(1)}, \ldots, \mathcal{G}^{(K)}\} \) are drawn from the posterior distribution \( p(\mathcal{G}|\mathcal{D}) \) described in (4.15).

As discussed in section 4.2.1, in addition to MC approaches, MAP estimation (4.11) (a point estimate scheme) can also be applied. MAP estimation for discriminative models can be described as:

\[
\hat{G} = \arg \max_\mathcal{G} p(\mathcal{G}|\mathcal{D}) = \arg \max_\mathcal{G} p(\mathcal{G}|\Lambda) \prod_n P(w_n|x_n, \mathcal{G})
\]  

(4.17)

\(^1\) To distinguish from the predictive distribution of the generative model, the predictive distribution of the discriminative model is called the class posterior distribution throughout this thesis.
Given the point estimated parameters $\hat{H}$, the posterior distribution of the model parameters can be written in the form of a Dirac delta function, namely $p(\mathcal{G}|D) \approx \delta(\mathcal{G}, \hat{\mathcal{G}})$. Then, the class posterior distribution described in (4.14) can be further written as:

$$p(w|x, D) \approx \int p(w|x, \mathcal{G})d\mathcal{G} = p(w|x, \hat{\mathcal{G}})$$

(4.18)

### 4.3 Dirichlet Processes

In the previous sections, the basic ideas of Bayesian inference were introduced. This section will discuss the Dirichlet process (DP) [44], which is a distribution over distributions with a wide support that is the space of all (discrete) distributions. The Dirichlet process is one of the most widely used stochastic processes in Bayesian non-parametric models due to its simplicity, wide coverage of the distributions, and tractability in posterior inference. However, the formal definition of the Dirichlet process does not provide a mechanism to sample from this process. Two practical representations of the Dirichlet process, called the stick-breaking construction [160] and the Chinese restaurant process (CRP) [138], will be introduced in this section. The stick-breaking process and Chinese restaurant process provide mechanisms to draw samples and predict future observations from the Dirichlet process. Since the Dirichlet process is discrete, which is too limited to model the continuous data, the infinite mixture models based on the two practical representations of the Dirichlet process will also be discussed.
4.3 Dirichlet Processes

4.3.1 The Definition of the Dirichlet Process

Let $\Theta$ be the set of all possible outcomes (which is sometimes called the sample space), e.g. heads and tails when tossing a coin, a finite measurable partition $\{A_1, \cdots, A_L\}$ on $\Theta$ can be defined as:

$$\bigcup_{l=1}^{L} A_l = \Theta \quad A_l \cap A_i = \emptyset \quad \forall i \neq l$$

(4.19)

where $\emptyset$ is the empty set. One possible partition of the set $\Theta$ is illustrated in Figure 4.1. Some complimentary knowledge on probability measures is given in Appendix A.

Let $G_0$ be a probability distribution\(^1\) on $\Theta$, $G$ be a random measure of this set $\Theta$, and $\alpha$ be a positive real number. If the measure $G$ on any finite measurable partition $\{A_1, \cdots, A_L\}$ is Dirichlet distributed:

$$G(A_1), \cdots, G(A_L) \sim \text{Dirichlet}(\alpha G_0(A_1), \cdots, \alpha G_0(A_L))$$

(4.20)

Then the random measure $G$ is drawn from a Dirichlet process with concentration parameter $\alpha$ and base distribution $G_0$ [44]:

$$G \sim \text{DP}(\alpha, G_0)$$

(4.21)

The Dirichlet process defines a distribution over probability measures. For any measurable set $A \in \Theta$, the expectation over the Dirichlet process satisfies $E(G(A)) = G_0(A)$. Thus, the base distribution $G_0$ gives the mean of a Dirichlet process, while the concentration parameter $\alpha$ can be considered as the precision (inverse of variance), which determines how the sampled distribution $G$ deviates from the base distribution $G_0$ on average [177].

4.3.1.1 The Posterior Distribution

In the previous section the formal definition of the Dirichlet process was introduced. The posterior distribution of the Dirichlet process will be discussed in this section. And this posterior distribution motivates two practical representations of the Dirichlet process (called

\(^1\) In measure theory, a probability distribution is a probability measure, and this distribution (or probability measure) can be specified by a probability function.

\(^2\) If the probability distribution $G_0$ is specified by a probability density function $p(\theta)$ (continuous), $G_0(A)$ can be described as $G_0(A) = \int_{\theta \in A} p(\theta) d\theta$; if $G_0$ is specified by a probability mass function $\sum \pi_i \delta(\theta, \theta_i)$ (discrete), $G_0(A)$ can be described as $G_0(A) = \sum_{\theta_i \in A} \pi_i$. 
the stick-breaking process and the Chinese restaurant process), which will be discussed in the following subsections.

Assume $G \sim \text{DP}(\alpha, G_0)$ is sampled from the Dirichlet process. Since $G$ itself is a distribution, samples can be drawn from $G$. Let $\{\theta'_1, \ldots, \theta'_N\}$\footnote{Since $G$ is discrete (which will be discussed in the following subsection), different $\theta'_n$ may have identical value; The unique values of $\{\theta'_1, \ldots, \theta'_N\}$ are denoted as $\{\theta_1, \ldots, \theta_N\}$.} be a sequence of samples from the random measure $G$, and $\{A_1, \ldots, A_L\}$ be a finite partition of the set $\Theta$. Given the Dirichlet distribution induced by a finite partition described in (4.20) and the conjugacy of the Dirichlet distribution, the posterior distribution is also Dirichlet distributed [168, 177]:

$$
(G(A_1), \ldots, G(A_L))|\theta'_1, \ldots, \theta'_N \sim \text{Dirichlet}(\alpha G_0(A_1) + N_1, \ldots, \alpha G_0(A_L) + N_L)
$$

(4.22)

where $N_i$ is the number of samples in $\{\theta'_1, \ldots, \theta'_N\}$ drawn from $A_i$. Since (4.22) is true for any finite measurable partition, according to the definition of the Dirichlet process, the posterior distribution over $G$ also follows a Dirichlet process [168, 177]:

$$
G|\theta'_1, \ldots, \theta'_N \sim \text{DP}\left(N + \alpha, \frac{1}{N + \alpha} \left(\sum_{n=1}^{N} \delta(\theta, \theta'_n) + \alpha G_0\right)\right)
$$

(4.23)

where $\delta(\theta, \theta'_n)$ is a point mass at $\theta'_n$, which is a Dirac delta function. According to the posterior distribution of $G$ in (4.23), as the number of observations grow, when $N \gg \alpha$, the posterior distribution is dominated by the empirical distribution $\frac{1}{N} \sum_{n=1}^{N} \delta(\theta, \theta'_n)$, which is an approximation of the true underlying distribution. This means the posterior distribution of the random measure approaches the true underlying distribution [177].

4.3.2 Stick-breaking Processes

In the previous subsection, the definition of the Dirichlet process was introduced. However, this definition does not provide a mechanism to draw samples from the Dirichlet process. In this section, a representation of the Dirichlet process called the stick-breaking process [160], that allows samples to be drawn, will be discussed in detail.
Given the posterior distribution of the measure (4.23), which is a Dirichlet process, then the expectation of the measure \( G \) is:

\[
E(G|\theta_1', \cdots, \theta_N') = \frac{1}{N + \alpha} \left( \sum_{n=1}^{N} \delta(\theta, \theta_n') + \alpha G_0 \right)
\]  

when the number of observations goes to infinity, the second term in brackets becomes 0, then the following can be derived:

\[
\lim_{N \to \infty} E(G|\theta_1', \cdots, \theta_N') = \sum_{m=1}^{\infty} \pi_m \delta(\theta, \theta_m)
\]  

where \( \{\theta_1, \theta_2, \cdots\} \) are the unique values in \( \{\theta_1', \theta_2', \cdots\} \), and \( \pi_m \) is the limiting frequency of \( \theta_m \) (when \( N \to \infty \)). According to the expected measure (4.25), sampled measures from the Dirichlet process are discrete with probability one. This is verified by the stick-breaking construction of the Dirichlet process discussed in the rest of this subsection.

The stick-breaking process provides a constructive representation of the Dirichlet process. In the stick breaking process, a sequence of weights are sampled:

\[
v_m \sim \text{Beta}(1, \alpha) \\
\pi_m = v_m \prod_{i=1}^{m-1} (1 - v_i)
\]

where \( \alpha \) is the parameter of the Beta distribution [16], which arises from the marginal distribution of the Dirichlet process. The stick-breaking process is illustrated in Figure 4.2.
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Consider a stick with length 1. \( \pi_m \) is the length of the part to be broken from the stick in the \( m \)th breaking, and \( v_m \) denotes the ratio of the remaining stick to be broken. By recursively breaking this stick, a sequence of weights \( \{ \pi_1, \pi_2, \cdots \} \) can be obtained. Normally, the weights \( \pi = \{ \pi_1, \pi_2, \cdots \} \) from the stick-breaking process are denoted as \( \pi \sim \text{GEM}(\alpha) \), which is named after Griffiths, Egneh and McCloskey [138].

Given the base distribution \( G_0 \), the stick-breaking construction of the Dirichlet process can be described as follows:\footnote{Here, \( G_0 \) is considered as a continuous distribution, to distinguish the samples \( \theta'_m \) drawn from \( G \) (which is discrete as described in (4.27)), the sample drawn from \( G_0 \) is denoted as \( \theta_m \).}

\[
\pi \sim \text{GEM}(\alpha) \\
\theta_m \sim G_0 \\
G = \sum_{m=1}^{\infty} \pi_m \delta(\theta, \theta_m) 
\]

(4.27)

where \( \delta(\theta, \theta_m) \) is the Dirac delta function. The stick-breaking construction guarantees \( G \sim \text{DP}(\alpha, G_0) \). According to the stick-breaking construction of the Dirichlet process, samples from the Dirichlet process are discrete measures with probability one [160, 168].

4.3.3 Chinese Restaurant Processes

In the previous subsection, the stick breaking process was introduced, which provides a constructive representation of the Dirichlet process. In this subsection, another practical presentation called the Chinese restaurant process (CRP) will be discussed.

The Chinese restaurant process is a metaphor which assumes there are infinite number of tables in a restaurant. When a customer come to the restaurant, the probability of sitting at an occupied table is proportional to the number of people already sitting there, and the probability of sitting at a new table is proportional to \( \alpha \):

\[
P(z_{N+1} = m| z_1, \cdots, z_N, \alpha) = \begin{cases} 
\frac{N_m}{N + \alpha} & \text{where } m \text{ is an occupied table} \\
\frac{\alpha}{N + \alpha} & \text{where } m \text{ is an unoccupied table}
\end{cases}
\]

(4.28)

where \( N + 1 \) is the \((N + 1)\)th costumer, \( m \) is the \( m \)th table, indicator \( z_{N+1} \) denotes the \((N + 1)\)th costumer sitting at the \( z_{N+1} \)th table, and \( N_m \) is the number of people (except
the \((N+1)\)th person occupying the \(m\)th table. Normally, the indicators \(z = \{z_1, z_2, \cdots\}\) sampled from the Chinese restaurant process are denoted as \(z \sim \text{CRP}(\alpha)\). An example of the Chinese restaurant process is illustrated in Figure 4.3. The derivation of this process will be detailed in this subsection.

Let \(G\) be a random measure drawn from \(\text{DP}(\alpha, G_0)\), and \(\{\theta'_1, \cdots, \theta'_N\}\) a sequence of samples drawn from \(G\). Given the posterior distribution of \(G\), which is still a Dirichlet process as described in (4.23), the predictive distribution of \(\theta'_{N+1}\) conditional on \(\{\theta'_1, \cdots, \theta'_N\}\) can be obtained by marginalising out \(G\). Since \(P(\theta|G, \theta'_1, \cdots, \theta'_N) = G(\theta'_1, \cdots, \theta'_N)\), then the following can be derived:

\[
P(\theta'_{N+1} = \theta|\theta'_1, \cdots, \theta'_N) = \int P(\theta|G, \theta'_1, \cdots, \theta'_N)p(G|\theta'_1, \cdots, \theta'_N)dG
\]

\[
= E(G|\theta'_1, \cdots, \theta'_N)
\]

Given the definition of the expected measure (4.24), equation (4.29) then can be further written as:

\[
P(\theta'_{N+1} = \theta|\theta'_1, \cdots, \theta'_N) = \frac{1}{N+\alpha} \left( \sum_{n=1}^{N} \delta(\theta, \theta'_n) + \alpha G_0 \right)
\]

The predictive distribution of \(\theta'_{N+1}\) is the base distribution of the posterior Dirichlet process (4.23), which is the posterior distribution of the random measure \(G\) given \(\{\theta'_1, \cdots, \theta'_N\}\).
The process of obtaining \( \{ \theta'_1, \theta'_2, \cdots \} \) according to the predictive distributions (4.30) is known as the Pólya urn scheme [18], which is a metaphor to help interpreting this process. Specifically, the Pólya urn scheme can be described as the follows. There is no ball in the urn at the beginning, a ball with colour \( \theta'_1 \) drawn from \( G_0 \) is put in the urn. In the following steps, take the \((N + 1)\)th step for example, with probability \( \frac{N}{N + \alpha} \), a new ball having colour \( \theta'_{N+1} \) drawn from \( G_0 \) is put in the urn; With probability \( \frac{\alpha}{N + \alpha} \), a ball having colour \( \theta'_{N+1} \) is drawn from the urn, then the ball is replaced to the urn with an extra ball having the same colour \( \theta'_{N+1} \).

According to the stick-breaking construction of the Dirichlet process (4.27), the random measure \( G \) drawn from the Dirichlet process is discrete. Thus, the observations \( \{ \theta'_1, \cdots, \theta'_N \} \) drawn from \( G \) have positive probability taking identical values. This leads to the clustering property of the Dirichlet process, as shown in the Pólya urn scheme. Let \( \{ \theta_1, \cdots, \theta_M \} \) be the unique values of \( \{ \theta'_1, \cdots, \theta'_N \} \), and \( N_m \) denote the number of value \( \theta_m \) in \( \{ \theta'_1, \cdots, \theta'_N \} \), which satisfies \( \sum_{m=1}^{M} N_m = N \). Then the predictive distribution (4.30) can be rewritten as:

\[
P(\theta'_{N+1} = \theta|\theta'_1, \cdots, \theta'_N) = \frac{1}{N + \alpha} \left( \sum_{m=1}^{M} N_m \delta(\theta, \theta_m) + \alpha G_0 \right)
\]  

(4.31)

By introducing the indicator variable \( z_n \), which denotes the cluster (or component) associated with the \( n \)th observation, the predictive distribution (4.31) can be expressed as the following form:

\[
P(z_{N+1} = z|z_1, \cdots, z_N, \alpha) = \frac{1}{N + \alpha} \left( \sum_{m=1}^{M} N_m \delta(z, m) + \alpha \delta(z, M + 1) \right)
\]  

(4.32)

where \( M + 1 \) denotes a new cluster. The unique values of \( \{ z_1, \cdots, z_N \} \) induce partitioning (or clustering) of the set \( \{1, \cdots, N\} \), and the distribution over the partitions is called the Chinese restaurant process (CRP) [138]. This equation (4.32) is equivalent to the expression of the CRP described in (4.28).

### 4.3.4 Infinite Mixture Models

In the previous section, Dirichlet processes and two practical representations, called the stick-breaking process and the Chinese restaurant process, were discussed. Dirichlet processes provide distributions over probability measures. The probability measure \( G \) sampled
from a Dirichlet process is discrete. This makes Dirichlet processes too limited to model the continuous observations directly. In order to address this problem, a continuous density can be obtained by smoothing the random measure $G$ with a density function. This results in an infinite mixture model $[131, 149, 177]$.

According to the stick-breaking construction of the Dirichlet process (4.27), the random measure $G$ sampled from this process can be specified by a probability mass function $P_G(\theta) = \sum_{m=1}^{\infty} \pi_m \delta(\theta, \theta_m)$. Given the random measure $G$ which is specified by $P_G(\theta)$, and the density function of a single parametric model $p(x|\theta)$ parameterised by $\theta$, the density of the infinite mixture model can be obtained by smoothing the random measure $G$ with $p(x|\theta)$ $[177]$:

$$p(x|G) = \int P_G(\theta) p(x|\theta) d\theta = \sum_{m=1}^{\infty} \pi_m p(x|\theta_m) \tag{4.33}$$

where $G = \{\pi, \Theta\}$ are the parameters of the whole infinite mixture model, $\pi = \{\pi_m\}_{m=1}^{\infty}$ are the mixture weights, and $\Theta = \{\theta_m\}_{m=1}^{\infty}$ are the parameters of all the components.

The graphical model of this infinite mixture model is illustrated in Figure 4.4, and the
corresponding generative process can be described as follows:

\[
G \sim \text{DP}(\alpha, G_0) \\
\theta'_n \sim G \\
x_n \sim p(x|\theta'_n)
\]

(4.34)

Since the random measure \(G\) is discrete, the parameters \(\{\theta'_1, \ldots, \theta'_N\}\) from \(G\) have positive probability taking identical values.

From the two representations of the Dirichlet process, the stick-breaking process (4.26) and the Chinese restaurant process (4.28), the infinite mixture model can be described in two different but equivalent ways. The graphical model of the infinite mixture model based on the stick-breaking process is illustrated in the left plot of Figure 4.5. The corresponding generative process of the infinite mixture model can be described as:

\[
\pi \sim \text{GEM}(\alpha) \\
z_n \sim \text{Categorical}(\pi) \\
\theta_m \sim G_0 \\
x_n \sim p(x|\theta_{z_n})
\]

(4.35)

where the mixture weights \(\pi = \{\pi_m\}_{m=1}^{\infty}\) are given by the stick-breaking process (4.26), and \(z_n\) is the indicator variable that denotes with which component the \(n\)th observation is associated. \(\text{Categorical}(\cdot)\) is the categorical distribution, which is the generalisation of the Bernoulli distribution with multiple possible outcomes (rather than two).

The graphical model of the infinite mixture model based on the Chinese restaurant process is illustrated in the right plot of Figure 4.5. The corresponding generative process of the infinite mixture model can be described as:

\[
z \sim \text{CRP}(\alpha) \\
\theta_m \sim G_0, \forall m \in z \\
x_n \sim p(x|\theta_{z_n})
\]

(4.36)

where the indicators \(z = \{z_1, \ldots, z_N\}\) are sampled from the Chinese restaurant process (4.28). In the infinite mixture model, typically, the density \(p(x|\theta)\) is an exponential family distribution [16], and the base distribution \(G_0\) is the conjugate prior for \(p(x|\theta)\). This
Figure 4.5: The graphical models of the infinite mixture models based on different representations of the Dirichlet process. The left graphical model is based on the stick-breaking process, and the right model is based on the Chinese restaurant process. In the right plot, $|z|$ denotes the number of unique values in set $z = \{z_1, \cdots, z_N\}$.

Conjugacy leads to tractable posterior inference. When $G_0$ is not the conjugate prior for $p(x|\theta)$, efficiency inference also can also be made by using the sampling based scheme with auxiliary parameters introduced by Neal [131].

4.3.4.1 Infinite Limit of Finite Mixture Models

The previous section introduced infinite mixture models and two representations of the infinite mixture model based on the stick-breaking process and the Chinese restaurant process (illustrated in Figure 4.5). In this section, a different perspective on infinite mixture models will be discussed. Infinite mixture models can be viewed as the infinite limit of finite mixture models (when the number of components goes to infinity).

Consider a mixture model with $M$ (finite) components, and each component with a density function $p(x|\theta_m)$. The mixture weights in the model are given by a symmetric Dirichlet distribution: $\text{Dirichlet}(\alpha/M, \cdots, \alpha/M)$. Then, the generative process of the
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mixture model can be described as:

\[ \pi \sim \text{Dirichlet}(\alpha/M, \cdots, \alpha/M) \]

\[ z_n \sim \text{Categorical}(\pi) \]

\[ \theta_m \sim p(\theta) \]

\[ x_n \sim p(x|\theta_{z_n}) \] (4.37)

where \( p(\theta) \) is the prior distribution of \( \theta \), and \( \text{Categorical}(\cdot) \) is the categorical distribution. \( z_n \) is the indicator variable that denotes with which component the observation \( x_n \) is associated.

Given the mixture weights \( \pi = \{\pi_1, \cdots, \pi_M\} \), the joint probability of the indicator variables can be written as:

\[ P(z_1, \cdots, z_N|\pi_1, \cdots, \pi_M) = \prod_{m=1}^{M} \pi_m^{N_m} \] (4.38)

where \( N_m \) is the number of data associated with the \( m \)th component, namely \( N_m = \sum_{n=1}^{N} \delta(z_n, m) \), and \( \delta(\cdot) \) is the Kronecker delta. By marginalising out the mixture weights \( \pi \), which are given by a Dirichlet distribution described in (4.37), the joint probability of the indicator variables (4.38) can be further written as:

\[ P(z_1, \cdots, z_N|\alpha) = \int P(z_1, \cdots, z_N|\pi_1, \cdots, \pi_M)p(\pi_1, \cdots, \pi_M|\alpha)d(\pi_1, \cdots, \pi_M) \]

\[ = \frac{\Gamma(\alpha)}{\Gamma(N + \alpha)} \prod_{m=1}^{M} \frac{\Gamma(N_m + \alpha/M)}{\Gamma(\alpha/M)} \] (4.39)

Given the joint distribution of the indicators (4.39), the conditional distribution of indicator \( z_N \) given other \( N - 1 \) indicators \( \{z_1, \cdots, z_{N-1}\} \) can be described as follows:

\[ P(z_N = m|z_1, \cdots, z_{N-1}, \alpha) = \frac{P(z_N = m|z_1, \cdots, z_{N-1}, \alpha)}{P(z_1, \cdots, z_N|\alpha)_{z_N=m}} = \frac{N_m + \alpha/M}{N - 1 + \alpha} \] (4.40)

So far, \( M \) is considered as a finite number. When the number of components goes to infinite, \( M \to \infty \), mixture models with infinite number of components can be resulted. Since the number of components becomes infinite, the components can be divided up into two groups: the \textit{represented components} that have associated data and the \textit{unrepresented}
components that have no associated data. Thus, when \( M \to \infty \), the conditional distribution of the indicator \( P(z_N = m|z_1, \cdots, z_{N-1}, \alpha) \) described in equation (4.40) can be further described as [149]:

\[
P(z_N = m|z_1, \cdots, z_{N-1}, \alpha) = \begin{cases} 
\frac{N_m}{N - 1 + \alpha}, & \text{when } m \text{ is a represented component} \\
\frac{\alpha}{N - 1 + \alpha}, & \text{when } m \text{ is an unrepresented component}
\end{cases}
\]

(4.41)

This is the Chinese restaurant process described in (4.28). Thus, when the number of components \( M \) goes to infinite, the sequence of indicators \( z = \{z_1, \cdots, z_N\} \) is obtained from the Chinese restaurant process, namely \( z \sim \text{CRP}(\alpha) \)\(^1\). Then the generative process of mixture models with infinite number of components can be described as:

\[
\begin{align*}
z & \sim \text{CRP}(\alpha) \\
\theta_m & \sim p(\theta), \forall m \in z \\
x_n & \sim p(x|\theta_{z_n})
\end{align*}
\]

(4.42)

This is the infinite mixture model based on the Chinese restaurant process described in (4.36) with base distribution \( G_0 = p(\theta) \). Thus, infinite mixture models are the limit of finite mixture models (when the number of components goes to infinite \( M \to \infty \)).

\(^1\) Given the exchangeability of the indicator variables, each indicator can be sampled (as the last one with index \( N \)) given all other \( N - 1 \) indicators.
4.3.4.2 Relationships with Infinite GMMs

The infinite Gaussian mixture model (iGMM) was first introduced by Rasmussen [149]. The infinite GMM is a infinite mixture model with Gaussian components. For each Gaussian component of the infinite GMM, the mean $\mu_m$ and covariance $\Sigma_m$ are assumed to be independent of each other, and each gives a conjugate prior (the Gaussian distribution and the inverse Wishart distribution respectively) [77, 149]. The graphical model of the infinite GMM is illustrated in Figure 4.6, and the corresponding generative process can be described as:

$$
egin{align*}
  z &\sim \text{CRP}(\alpha) \\
  \mu_m &\sim \mathcal{N}(\mu_h, \Sigma_h), \forall m \in z \\
  \Sigma_m &\sim \text{Wishart}^{-1}(\beta, \Omega), \forall m \in z \\
  x_n &\sim \mathcal{N}(\mu_{z_n}, \Sigma_{z_n})
\end{align*}
$$

(4.43)

where $\mathcal{N}(\cdot)$ is a Gaussian distribution, and $\text{Wishart}^{-1}(\cdot)$ is a inverse Wishart distribution. Compared with the infinite mixture model described in (4.36), the base distribution for the infinite GMM is $G_0 = p(\mu, \Sigma) = p(\mu)p(\Sigma)$.

4.3.5 Infinite Mixtures of Experts

In the previous section, infinite mixture models based on Dirichlet processes were discussed. This type of model is generative, which models the density of the data. For a classification task, discriminative models might be preferred [105, 132]. In this section, a type of mixture of discriminative models based on the Dirichlet process called the infinite mixture of experts will be studied.

4.3.5.1 Mixtures of Experts

Rather than making predictions using a single classifier (a conditional distribution), which might be inadequate to model the whole training data, it is possible to choose different conditional distributions to make predictions according to different inputs. If the choice is input independent, the resulting model is called the conditional mixture model [16]. If the
choice of the conditional distributions is input dependent, when the choice is a hard decision, this framework is known as a decision tree [16]; when the choice is given a probability depending on the input, this is known as a mixture of experts [16, 91, 99].

The framework for mixture of experts with $M$ experts is illustrated in Figure 4.7. As shown in this figure, the weight $P(z|x, \pi, \Theta)$ for each expert is input dependent and determined by the gating network. If the gating network is based on a Gaussian mixture model (GMM), then the probability $P(z|x, \pi, \Theta)$ is the component posterior probability of the GMM:

$$P(z|x, \pi, \Theta) = \frac{\pi_z \mathcal{N}(x; \theta_z)}{\sum_z \pi_z \mathcal{N}(x; \theta_z)}, \quad z \in \{1, 2, \ldots, M\}$$

(4.44)

where $M$ is the number of experts, and $z$ is the indicator variable, that denotes which expert the input $x$ is associated with. $\pi = \{\pi_1, \ldots, \pi_M\}$ are the mixture weights and $\Theta = \{\theta_1, \ldots, \theta_M\}$ are the model parameters of the components. $\mathcal{N}(x; \theta_z)$ is the $z$th Gaussian component with parameters $\theta_z$.

The $z$th expert is a classifier\footnote{Gating networks of (infinite) mixtures of experts are assumed to be (infinite) mixture models throughout this thesis. More generally, any suitable input dependent function can be the gating network, e.g. a softmax function adopted in [99] and the function based on a Dirichlet process and Gaussian kernel functions in [550].} having conditional probability $P(w|x, \eta_z)$ with parameters $\eta_z$, where $w$ is the class label. Given an input $x$, the overall conditional distribution of

\begin{tikzpicture}
\node at (0,0) {$x$};
\node at (2,0) {$\{\pi, \Theta\}$};
\node at (2,-1) {$\{\eta_1\}$};
\node at (4,-1) {$\{\eta_2\}$};
\node at (6,-1) {$\{\eta_M\}$};
\node at (1,-2) {$P(z=1|x,\pi,\Theta)$};
\node at (3,-2) {$P(z=2|x,\pi,\Theta)$};
\node at (5,-2) {$P(z=M|x,\pi,\Theta)$};
\node at (2,-3) {$w$};
\end{tikzpicture}

\textbf{Figure 4.7: The framework of the mixture of experts.}
the class $w$ for the mixture of experts with $M$ experts can be described as:

$$P(w|x, \mathcal{G}) = P(w|x, \pi, \Theta, H) = \sum_{z} P(w|x, \eta_z)P(z|x, \pi, \Theta), \quad z \in \{1, 2, \ldots, M\}$$

(4.45)

where $\mathcal{G} = \{\pi, \Theta, H\}$ are the parameters of the whole model, and $H = \{\eta_1, \ldots, \eta_M\}$ are the parameters of all the experts. $P(z|x, \pi, \Theta)$ is the gating network described in (4.44).

When the gating network is given by the component posteriors of a Gaussian mixture model and the number of experts is $M$, the graphical model of the mixture of experts is illustrated in Figure 4.8, and the corresponding generative process of this model can be described as follows:

$$\begin{align*}
\pi & \sim \text{Dirichlet}(\alpha/M, \ldots, \alpha/M) \\
z_n & \sim \text{Categorical}(\pi) \\
x_n & \sim p(x|\theta_{z_n}) \\
w_n & \sim P(w|x_n, \eta_{z_n})
\end{align*}$$

(4.46)

where the mixture weights $\pi = \{\pi_1, \ldots, \pi_M\}$ are are drawn from a symmetric Dirichlet distribution [16] with concentration parameter $\alpha$, and $z_n$ is the indicator variable that denotes the $n$th observation is associated with which expert. Categorical(·) is the categorical distribution which is the generalisation of the Bernoulli distribution with $M$ possible outcomes.
$p(x|\theta_ \pi)$ is the density function for $z_n$ th component, and $P(w|x_n, \eta_w)$ is the conditional distribution for the $z_n$ th expert.

### 4.3.5.2 Infinite Limit

As a parametric model, the number of experts $M$ in the mixture of experts needs to be given in advance. In order to bypass the problem of choosing model complexity, a Bayesian non-parametric version of the mixture of experts called an infinite mixture of experts will be studied. As discussed in section 4.3.4.1, an infinite mixture model is the infinite limit of a finite mixture model (when the number of components goes to infinite). In a similar fashion, the non-parametric counterpart of the mixture of experts called the infinite mixture of experts can be derived, when the number of experts goes to infinity in the mixture of experts, namely $M \to \infty$. Given an input $x$, the overall conditional distribution of the class $w$ described in (4.45) becomes summation over infinite number of experts:

$$P(w|x, G) = P(w|x, \pi, \Theta, H) = \sum z P(w|x, \eta_z)P(z|x, \pi, \Theta) \quad z \in \{1, 2, \cdots, \infty\}$$

(4.47)

where $G = \{\pi, \Theta, H\}$ are the parameters of the whole model, $\pi = \{\pi_m\}_{m=1}^\infty$ are the mixture weights, $\Theta = \{\theta_m\}_{m=1}^\infty$ are the parameters of all the components, and $H = \{\eta_m\}_{m=1}^\infty$ are the parameters of all the experts.
In section 4.3.4 two practical constructions of infinite mixture models were discussed, namely the infinite mixture models based on the stick-breaking process and the Chinese restaurant process. Infinite mixtures of experts can also be described by these two processes. The graphical model of the infinite mixture of experts based on the stick-breaking process is illustrated in Figure 4.9. The corresponding generative process of the infinite mixture of experts can be described as:

\[
\begin{align*}
\pi & \sim \text{GEM}(\alpha) \\
\mathbf{z}_n & \sim \text{Categorical}(\pi) \\
\theta_m & \sim G_1, \; \eta_m \sim G_2 \\
\mathbf{x}_n & \sim p(\mathbf{x}|\theta_{z_n}) \\
w_n & \sim P(w|x_n, \eta_{z_n})
\end{align*}
\]

where the mixture weights \( \pi = \{\pi_m\}_{m=1}^{\infty} \) are given by the stick-breaking process (4.26), and \( \mathbf{z}_n \) is the indicator variable that denotes with which expert the \( n \)th observation is associated. Categorical(\( \cdot \)) is the categorical distribution. \( G_1 \) and \( G_2 \) are base distributions of the Dirichlet process, namely \( G_0 = G_1 G_2 \). \( p(\mathbf{x}|\theta_{z_n}) \) is the density function of the \( z_n \)th component, and \( P(w|x_n, \eta_{z_n}) \) is the conditional distribution of the class \( w \) given by the \( z_n \)th expert.
In addition to the stick-breaking process, the Chinese restaurant process provides a mechanism to draw samples from the Dirichlet process without specifying the underlying distribution. Based on the Chinese restaurant process, the graphical model of the infinite mixture of experts is illustrated in Figure 4.10. The corresponding generative process of the infinite mixture of experts can be described as:

\[
\begin{align*}
    z & \sim \text{CRP}(\alpha) \\
    \theta_m & \sim G_1, \quad \eta_m \sim G_2, \quad \forall m \in z \\
    x_n & \sim p(x|\theta_{z_n}) \\
    w_n & \sim P(w|x_n, \eta_{z_n})
\end{align*}
\]  

(4.49)

where the indicators \( z = \{z_1, \ldots, z_N\} \) corresponding to observations \( \{x_1, \ldots, x_N\} \) are given by the Chinese restaurant process with concentration parameter \( \alpha \) described in (4.28).

To summarise, the infinite mixture of experts defines an infinite mixture of conditional models (experts). For the infinite mixture of experts, each expert is a discriminative model, and the gating network is given by an infinite mixture model based on the Dirichlet process, which is a generative model. For discriminative models, the conditional distribution of the class \( w \) is modelled directly without considering the underlying distribution of the observations. In contrast, the infinite mixture of experts gives the conditional distribution of the class, but the underlying distribution of the observations also is modelled by the gating network. Thus, the infinite mixture of expert discussed in this section is a combination of generative models (gating network) and discriminative models (experts).

### 4.3.5.3 Relationships with Infinite SVMs

The infinite support vector machine\(^1\), first introduced by Zhu [213], is an example of the infinite mixture of experts discussed in the previous section. For the infinite SVM, the gating network is given by an infinite mixture model based on the stick-breaking process discussed in section 4.3.4, and each expert is a maximum entropy discrimination (MED) [90, 93] large margin classifier (which is discussed in Appendix B.1.1). Thus, the infinite SVM can be described as an infinite mixture of experts based on the stick-breaking process illustrated in Figure 4.9 [213].

\(^1\) The infinite support vector machine is discussed in detail in Appendix B.
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For the infinite mixture of experts described in section 4.3.5.2, each expert is a discriminative model, which gives the conditional distribution of the class label $w$ given input $x$. In contrast, for the infinite SVM, each expert is a discriminant function, which gives a mapping from the input $x$ to the class label $w$. Analogous to the overall conditional distribution given by the infinite mixture of experts described in equation (4.47), the overall discriminant function for the infinite SVM can be described as [213]:

$$F(w, x; \mathcal{G}) = F(w, x; \pi, \Theta, H) = \sum_z F(w, x; \eta_z)P(z|x, \pi, \Theta) \quad z \in \{1, 2, \ldots, \infty\}$$

(4.50)

where $F(w, x; \eta_z)$ is the discriminant function for the $z$th expert. The weight from the gating network $P(z|x, \pi, \Theta)$ is defined in (4.44) with component number $M = \infty$, which is the component posterior of the infinite mixture model. The infinite SVM is discussed in detail in appendix B. The commonly used processes such as hierarchical Dirichlet processes and beta processes are also discussed in appendices C and D.

4.4 Some Applications in Speech Processing

Bayesian non-parametric models have been widely and successfully employed in various areas [28, 50, 168]. Since this thesis focuses on speech recognition, examples of non-parametric models used in speech processing will be discussed in this section.

4.4.1 Topic Modelling

Topic modelling has been widely used in the field of information retrieval [35, 206]. One of the most successful examples is Internet search engines. Topic modelling is employed to model the text corpora and other collections of discrete data, and the purpose is to find short descriptions of the members of a collection that enable efficient processing of large collections [21].

When modelling the word occurrences in a set of documents, one simple solution is to place each document with a single topic. However, it is more appropriate to allow each document to contain more than one topics. For instance, the travel book might contain topics about weather, travel information, tourist destinations and history. Thus, it would be
more appropriate to assign several topics to one document. Assume there are $M$ topics, and the probability of choosing one topic is given by the topic proportion $\pi = \{\pi_1, \ldots, \pi_M\}$:

$$z \sim \text{Categorical}(\pi)$$  \hspace{1cm} (4.51)

where the indicator variable $z$ denotes which topic is chosen, and Categorical$(\cdot)$ is the Categorical distribution, which is the generalisation of the Bernoulli distribution with multiple possible outcomes. Given the indicator variables, a word in this document then can be considered as being generated from the chosen topic. The process of generating the words for each document can described as the follows:

$$z_n \sim \text{Categorical}(\pi)$$
$$\theta_m \sim Q$$
$$w_n \sim P(w|\theta_{z_n})$$  \hspace{1cm} (4.52)

where $P(w|\theta_{z_n})$ is the words distribution given the topic $z_n$ with parameters $\theta_{z_n}$, and it is typically a multinomial distribution. The parameters $\theta_m$ are placed with a prior distribution $Q$.

In latent Dirichlet allocation (LDA) [21], the topic proportion $\pi_j$ is given a symmetric Dirichlet distribution. Assume there are $J$ documents, the generative process for LDA can
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be described as the follows:

\[
\begin{align*}
\pi_j &\sim \text{Dirichlet}(\alpha) \\
z_{jn} &\sim \text{Categorical}(\pi_j) \\
\theta_m &\sim Q \\
w_{jn} &\sim P(w|\theta_{z_{jn}})
\end{align*}
\]  

(4.53)

where the parameters \( \theta_m \) are distributed according to a Dirichlet distribution \( Q \). Alternatively, \( \theta_m \) can be treated as unknown but fixed parameters, and estimated in an empirical Bayesian fashion as described in (4.9). \( P(w|\theta_{z_{jn}}) \) is a multinomial distribution. The corresponding graphical model of LDA is illustrated in Figure 4.11.

In LDA the words for each documents are given by a mixture of topics, and these topics are shared among documents. Thus, LDA extends standard mixture models by sharing a common set of components among different related groups. In LDA, the number of topics is set to a fixed value \( M \). In order to circumvent the problem of setting model complexity, a Bayesian non-parametric model can be employed. In LDA different documents share a common set of topics. The hierarchical Dirichlet process (HDP)\(^1\) provides a mechanism to link groups of data by sharing components. Thus, by using the framework of the HDP, LDA can be extended to a Bayesian non-parametric model called HDP-LDA [175]:

\[
\begin{align*}
c &\sim \text{GEM}(\beta) \\
\pi_j &\sim \text{DP}(\alpha, c) \\
z_{jn} &\sim \text{Categorical}(\pi_j) \\
\theta_m &\sim Q \\
w_{jn} &\sim P(w|\theta_{z_{jn}})
\end{align*}
\]  

(4.54)

where GEM(\( \cdot \)) is the stick-breaking process described in (4.26), and \( P(w|\theta_{z_{jn}}) \) is the distribution over words for the \( z_{jn} \)th topic. The corresponding graphical model of HDP-LDA is illustrated in Figure 4.12. In this graphical model, \( J \) is the number of documents, \( N_j \) is the number of words in the \( j \)th document. In addition to use the framework of the HDP, extending LDA by employing a nested Chinese restaurant process is discussed in [20].

\(^1\) The hierarchical Dirichlet process is discussed in detail in Appendix C.
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![Diagram of the graphical model of HDP-LDA]

**Figure 4.12:** The graphical model of HDP-LDA.

### 4.4.2 Word Segmentation

Word segmentation is the problem of discovering word boundaries in continuous speech or text. This problem is non-trivial, since some languages do not have explicit word boundaries, such as Chinese and Japanese [86, 114]. In [75] statistical approaches are proposed for word segmentation: the Dirichlet process is employed in the unigram modelling assumption of word dependencies, and the hierarchical Dirichlet process in the bigram assumption.

Under the unigram modelling assumption, the words in an utterance are independent from each other. Thus word sequence can be generated according to the following process:

\[
G \sim \text{DP}(\alpha, Q) \\
w_n \sim G
\]  

(4.55)

where the base distribution \( Q \) can be described as:

\[
Q = \sum_{m=1}^{\infty} \pi_m \delta(w, w_m)
\]  

(4.56)

\[
\pi_m = P(w_m) = P_0 (1 - P_0)^{l-1} \prod_{i=1}^{l} P(m_i)
\]  

(4.57)

where the word \( w_m \) is composed of the phones \( w_m = \{m_1, \ldots, m_l\} \), \( P(m_i) \) is the probability of phone \( m_i \), and \( P_0 \) is the probability of the word boundary. In [75] utterance boundaries are given, and each utterance has been converted to a phonemic representation using a phonemic dictionary. Thus each utterance to be segmented is a sequence of phones.
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Under the bigram modelling assumption, the probability of generating the current word \(w_n\) is only dependent on the previous word \(w_{n-1}\). Thus, a hidden Markov model (HMM) can be employed to model the dependencies of words, where each latent state of the HMM corresponds to a word. Since there are an unbounded number of potential words, it would be more appropriate to have infinite possible number of states in the HMM. Thus the framework of the hierarchical Dirichlet process (HDP) can be applied. The word sequence then can be generated according to a HDP-HMM:

\[
\begin{align*}
G_0 & \sim \text{DP}(\beta, Q) \\
G_w & \sim \text{DP}(\alpha, G_0) \\
w_i | w_{i-1} & \sim G_{w_{i-1}}
\end{align*}
\] (4.58)

This is the direct description of the HDP-HMM. An alternative stick-breaking construction of the HDP-HMM is described in (C.13), and the corresponding graphical model is illustrated in Figure C.5. As demonstrated in [75], significant improvements in segmentation accuracy can be achieved by employing this HDP-HMM approach.

4.4.3 Speaker Diarisation

Speaker diarisation is the problem of segmenting an audio recording into time intervals corresponding to individual speakers and assigning speaker labels [50, 195]. Speaker diarisation is a joint problem of segmenting and clustering, this makes the HMM a suitable model in which the model transitions among states which are associated with different speakers [50]. In standard HMMs, the number of states needs to be set in advance. If each state corresponds to a speaker, the number of speakers must be given. This is limited, since normally there is no priori knowledge on the number of the speakers in a meeting. Thus, in a speaker diarisation problem, it would be more appropriate to employ the framework of hierarchical Dirichlet processes (HDP), which allows infinite possible number of states (speakers).

As discussed in [50, 51], the HDP-HMM is often inadequate to model temporal persistence of the states, as the HDP-HMM tends to rapidly switch between redundant states. This leads to a poor performance in speaker diarisation [51]. To solve this problem, the sticky HDP-HMM [49, 50] was proposed to increase the prior probability of self-transitions. The
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**Figure 4.13:** The graphical model of the sticky HDP-HMM.

The model can jointly segment and cluster the audio into speaker homogenous regions with better performance. The graphical model of the sticky HDP-HMM is illustrated in Figure 4.13, and the corresponding generative process can be described as the follows:

\[
\begin{align*}
c & \sim \text{GEM}(\beta) \\
\pi_m & \sim \text{DP}\left(\alpha + \kappa, \frac{\alpha c + \kappa \delta(m, m)}{\alpha + \kappa}\right) \\
s_n|s_{n-1} & \sim \text{Categorical}(\pi_{s_{n-1}}) \\
\theta_m & \sim Q \\
x_n & \sim p(x|\theta_{s_n})
\end{align*}
\]

where the weights \(c = \{c_1, c_2, \ldots\}\) are generated according to the stick-breaking process described in (4.26), and \(s_n\) is the state indicator. Given the state indicator \(s_n\), the observation \(x_n\) is distributed according to \(p(x|\theta_{s_n})\) which is a Gaussian distribution, and \(\theta_{s_n}\) is generated according to the base distribution \(Q\). Compared with the standard HDP-HMM described in (C.13) of Appendix C, an extra parameter called the self-transition bias parameter \(\kappa\) is introduced in the sticky HDP-HMM. By introducing \(\kappa\), the expected probability of self-transition can be increased [50].

In speaker diarisation, since each speaker is associated with a state of the HMM. Generally, the HMM with high performance employs Gaussian mixture models (GMMs) as the distributions of the emitting states [200]. Thus, it would be more appropriate to use a mixture model as the emitting state distribution in the sticky HDP-HMM. Then each speaker corresponds to a mixture model, more specifically a Dirichlet process mixture model which gives all possible distributions. The graphical model of the sticky HDP-HMM with
Dirichlet process mixture model emissions is illustrated in Figure 4.14, and the corresponding generative process can be described as follows [49, 50]:

\[
\begin{align*}
   c &\sim \text{GEM}(\beta) \\
   \pi_m &\sim \text{DP}\left(\alpha + \kappa, \frac{\alpha c + \kappa \delta(m, m)}{\alpha + \kappa}\right) \\
   s_n|s_{n-1} &\sim \text{Categorical}(\pi_{s_{n-1}}) \\
   \rho_m &\sim \text{GEM}(\sigma) \\
   z_n &\sim \rho_{s_n} \\
   \theta_{mj} &\sim Q \\
   x_n &\sim p(x|\theta_{s_nz_n})
\end{align*}
\]  

(4.60)

where the weights \( c = \{c_1, c_2, \ldots\} \) and \( \rho_m = \{\rho_{m1}, \rho_{m2}, \ldots\} \) are generated according to the stick-breaking process described in (4.26). Again \( s_n \) is the state indicator, and each state of the HDP-HMM is given a DP mixture model. The component indicator \( z_n \) is introduced to denote with which component the observation is associated. Given the state indicator \( s_n \) and the component indicator \( z_n \), the observation \( x_n \) is distributed according to \( p(x|\theta_{s_nz_n}) \) which is a Gaussian distribution, and \( \theta_{s_nz_n} \) is generated according to the base distribution \( Q \). By using this type of sticky HDP-HMMs with special treatments of self-transitions, the state-of-the-art diarisation performance can be achieved [50].
4.5 Summary

In this chapter, motivations of Bayesian non-parametric models and de Finetti’s theorem were discussed in section 4.1. The basic ideas of Bayesian inference and conditional Bayesian inference were introduced in section 4.2. Section 4.3 introduced the Dirichlet process, and two representations of this process called the Chinese restaurant process and the stick-breaking process. The frameworks of mixture models and mixture of experts based on Dirichlet processes were discussed in detail in section 4.3.4 and 4.3.5 respectively. The infinite Gaussian mixture model and infinite support vector machine can be subsumed under these two frameworks. Finally, some applications of the Bayesian non-parametric models in speech processing were briefly discussed in section 4.4.
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Infinite Structured Discriminative Models

In Chapter 4, Bayesian inference was introduced and some of the commonly used Bayesian non-parametric models were briefly discussed. In this chapter, a criterion-based perspective on Bayesian inference will be introduced. Here Bayesian inference is interpreted as a minimisation criterion consisting of two terms: one representing the prior beliefs; and a second representing information from the observations. Furthermore, this minimisation criterion can be subsumed under a general criterion (with a log-likelihood criterion function). This general criterion allows different forms of criterion functions to be used. Finally, training of the infinite structured discriminative models using the general criterion with different criterion functions will be discussed in detail in this chapter.

5.1 Criterion-based Perspectives on Bayesian Inference

As discussed in section 4.2, Bayesian inference is the analysis of beliefs. Before any data is observed, the prior distribution over model parameters is used to express the available knowledge (or prior beliefs) on the data generation process; and the beliefs can be updated when observing new evidence. The most natural way of combining new evidence with prior beliefs is the application of Bayes’ rule. There are two factors in Bayesian inference: prior beliefs before observing data and updating beliefs when observing new evidence. In section 4.2, the posterior distribution of the model parameters obtained through Bayes’ rule was
discussed. In [93, 214] an alternative posterior distribution (which differs from the posterior distribution obtained through Bayes’ rule) is interpreted as being obtained from a criterion. As described by Zellner [205], the posterior distribution obtained through Bayes’ rule is equivalent to a distribution obtained from a minimisation criterion (which consists of two terms: one term represents the prior beliefs and another term represents information from the observations). This minimisation criterion can be subsumed under a general criterion with a criterion function consisting of log-likelihoods. With different forms of criterion functions, this general criterion can result in different meaningful criteria, e.g. the large margin training criterion. This type of criterion will be discussed in detail in the rest of this section.

For a generative model, the posterior distribution of the model parameters $\mathcal{G}$ can be described as minimising the Kullback-Leibler (KL) divergence $KL(q(\mathcal{G})|p(\mathcal{G}|D))$ between the distribution $q(\mathcal{G})$ to be estimated and the posterior distribution $p(\mathcal{G}|D)$ obtained by Bayes’ rule [205]: $p(\mathcal{G}|D) \propto p(\mathcal{G})p(D|\mathcal{G})$. Let $D = \{x_1, \ldots, x_N\}$ be training data, $p(D|\mathcal{G}) = \prod_{n} p(x_n|\mathcal{G})$ the likelihood, and $p(\mathcal{G})$ the prior distribution. When the estimated distribution $q(\mathcal{G})$ equals the posterior distribution $p(\mathcal{G}|D)$ obtained by Bayes’ rule, the KL divergence $KL(q(\mathcal{G})|p(\mathcal{G}|D))$ by definition is zero and minimised. According to the definition of the KL divergence, the following expression can be derived:

$$
KL(q(\mathcal{G})|p(\mathcal{G}|D)) = \int q(\mathcal{G}) \log \frac{q(\mathcal{G})}{p(\mathcal{G}|D)} d\mathcal{G} = \int q(\mathcal{G}) \log \frac{q(\mathcal{G})}{p(\mathcal{G})} d\mathcal{G} - \int q(\mathcal{G}) \log p(D|\mathcal{G}) d\mathcal{G} + \log p(D)
$$

(5.1)

Since the log probability of the training data $\log p(D)$ is not a function of $q(\mathcal{G})$, minimising the KL divergence $KL(q(\mathcal{G})|p(\mathcal{G}|D))$ is equivalent to the following expression:

$$
\arg\min_{q(\mathcal{G})} \left\{ KL(q(\mathcal{G})|p(\mathcal{G})) - \int q(\mathcal{G}) \log p(D|\mathcal{G}) d\mathcal{G} \right\} \quad \text{for } q(\mathcal{G}) \in \mathcal{P}_{\text{prob}}
$$

(5.2)

where $\mathcal{P}_{\text{prob}}$ is a set consisting of all possible valid distributions over $\mathcal{G}$. The criterion described in (5.2) can be related to standard Bayesian inference. The prior beliefs are given by the first term. When new evidence (given by the second term in the form of the log-likelihood) is observed, the beliefs can be updated in the form of the posterior distribution.
by minimising the criterion (5.2). Since this criterion is equivalent to minimising the KL divergence \( KL(q(\mathcal{G}) \| p(\mathcal{G}|\mathcal{D})) \), the solution that minimise criterion (5.2) is:

\[
\hat{q}(\mathcal{G}) = p(\mathcal{G}|\mathcal{D}) \propto p(\mathcal{G})p(\mathcal{D}|\mathcal{G}) = p(\mathcal{G}) \prod_n p(x_n|\mathcal{G})
\] (5.3)

Thus, the posterior distribution obtained by minimising criterion (5.2) is equivalent to the posterior distribution through Bayes’ rule described in (4.8) in section 4.2.1.

A similar approach can be adopted for discriminative models, where the conditional distribution of a class \( w \) is of interest. For a discriminative model \( P(w|x, \mathcal{G}) \) with model parameters \( \mathcal{G} \), given the training data \( \mathcal{D} = \{\mathcal{X}, \mathcal{W}\} = \{(x_1, w_1), \ldots, (x_N, w_N)\} \), it is possible to formulate a criterion similar to that for a generative model described in (5.2). The posterior distribution \( \hat{q}(\mathcal{G}) \) can be estimated by minimising this criterion:

\[
\arg \min_{q(\mathcal{G})} \left\{ KL(q(\mathcal{G}) \| p(\mathcal{G})) - \int q(\mathcal{G}) \log P(\mathcal{W}|\mathcal{X}, \mathcal{G})d\mathcal{G} \right\} \quad \text{s.t.} \quad q(\mathcal{G}) \in \mathcal{P}_{\text{prob}}
\] (5.4)

where \( p(\mathcal{G}) \) is the prior distribution, \( P(\mathcal{W}|\mathcal{X}, \mathcal{G}) = \prod_n P(w_n|x_n, \mathcal{G}) \) is the conditional likelihood, and \( \mathcal{P}_{\text{prob}} \) is the set of all possible valid distribution over \( \mathcal{G} \). Analogous with (5.3), the solution that minimise criterion (5.4) is:

\[
\hat{q}(\mathcal{G}) = p(\mathcal{G}|\mathcal{D}) = p(\mathcal{G}|\mathcal{X}, \mathcal{W}) \propto p(\mathcal{G})P(\mathcal{W}|\mathcal{X}, \mathcal{G}) = p(\mathcal{G}) \prod_n P(w_n|x_n, \mathcal{G})
\] (5.5)

This is the same as the posterior distribution obtained through Bayes’ rule described in (4.15) in section 4.2.2.

### 5.2 The General Criterion

As discussed in section 5.1, the application of Bayes’ rule to obtain the posterior distribution is equivalent to the minimisation criteria described in (5.2) and (5.4), where prior beliefs and evidence are embodied by the first and second term respectively. More generally, the optimal distribution can be viewed as a distribution obtained through a minimisation criterion
which consists of prior beliefs and evidence:

\[
\arg \min_{q(\mathcal{G})} \left\{ \text{KL}(q(\mathcal{G})||p(\mathcal{G})) - \int q(\mathcal{G}) \mathcal{F}(\mathcal{G}; \mathcal{D}) d\mathcal{G} \right\}
\]

\[\text{s.t. } q(\mathcal{G}) \in \mathcal{P}_{\text{prob}}\]

where \(\mathcal{F}(\mathcal{G}; \mathcal{D})\) is the criterion function. This function must be real valued and represents the information from evidence. Moreover, the selection of the criterion function should guarantee to yield a valid distribution \(q(\mathcal{G})\). For example, the integral over \(\exp(\mathcal{F}(\mathcal{G}; \mathcal{D}))\) should be finite, that ensures the normalisation term of \(q(\mathcal{G})\) is finite, which will be discussed in section 5.2.1. Thus, the selection of the criterion function \(\mathcal{F}(\mathcal{G}; \mathcal{D})\) is highly constrained. The Gibbs infinite SVM [207] is a specification of this general criterion, where the criterion function consists of the hinge loss function and log-likelihoods. This general criterion is also related to regularised Bayesian [214] and the maximum entropy discrimination (MED) [90, 93], which will be discussed later. In this thesis, only three forms of the criterion function will be investigated, i.e. the hinge loss function, log-likelihoods and the combination of these two.

The minimisation criteria (5.2) and (5.4) are specifications of this general criterion (5.6), where the criterion functions are the logarithms of the likelihood and the conditional likelihood respectively:

\[
\mathcal{F}(\mathcal{G}; \mathcal{D}) = \log P(\mathcal{D}|\mathcal{G}) = \sum_n \log P(x_n|\mathcal{G})
\]  

(5.7)

and

\[
\mathcal{F}(\mathcal{G}; \mathcal{D}) = \log P(W|\mathcal{X}, \mathcal{G}) = \sum_n \log P(w_n|x_n, \mathcal{G})
\]

(5.8)

In the general criterion (5.6), the criterion function \(\mathcal{F}(\mathcal{G}; \mathcal{D})\) is allowed to have various forms (real functions). One alternative is the hinge loss function, and the resulting criterion is a large margin training criterion which will be discussed in the following parts.

Let the criterion function \(\mathcal{F}(\mathcal{G}; \mathcal{D})\) be a hinge loss function:

\[
\mathcal{F}(\mathcal{G}; \mathcal{D}) = -\sum_n \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \log \left( \frac{P(w_n|x_n, \mathcal{G})}{P(w|x_n, \mathcal{G})} \right) \right\} \right]_+
\]

(5.9)
where $\mathcal{L}(w, w_n)$ is the loss function, which measures how different the labels $w$ and $w_n$ are, and $[\cdot]_+$ is the hinge loss, which satisfies:

$$
[f(x)]_+ = \begin{cases} 
0 & \text{when } f(x) < 0 \\
 f(x) & \text{when } f(x) \geq 0 
\end{cases}
$$

(5.10)

When the criterion function is the hinge loss function (5.9), the general criterion described in (5.6) becomes a large margin training criterion:

$$
\arg \min_{q(\mathcal{G})} \left\{ \text{KL}(q(\mathcal{G})||p(\mathcal{G})) + \int q(\mathcal{G}) \sum_n \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \log \left( \frac{P(w_n|x_n, \mathcal{G})}{P(w|x_n, \mathcal{G})} \right) \right\} \right] d\mathcal{G} \right\}
$$

(5.11)

s.t. \thinspace q(\mathcal{G}) \in \mathcal{P}_\text{prob}

This large margin training criterion is related to the maximum entropy discrimination (MED) criterion [90, 93], which is discussed in appendix B.1.1. The main difference is that, in the MED criterion, the integral over the model parameters $\mathcal{G}$ is inside the maximisation. Since the maximum of the integral of a function is less than or equal to the integral of the maximum of that function, the large margin training criterion in (5.11) is an upper bound of the MED criterion. In criterion (5.11), the maximisation is inside the integral, hence the maximums need to be found for all possible $\mathcal{G}$. This minimisation criterion is usually computationally intractable. Thus, approximations to this criterion need to be applied.

One approximate method is to assume the distribution $q(\mathcal{G})$ is a Dirac delta function, namely $q(\mathcal{G}) \approx \delta(\mathcal{G}, \hat{\mathcal{G}})$ with parameters $\hat{\mathcal{G}}$. Substituting this delta function into criterion (5.11), yields:

$$
\arg \min_{q(\mathcal{G})} \left\{ \int \delta(\mathcal{G}, \hat{\mathcal{G}}) \log \delta(\mathcal{G}, \hat{\mathcal{G}}) d\mathcal{G} - \log p(\hat{\mathcal{G}}) + \sum_n \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \log \left( \frac{P(w_n|x_n, \hat{\mathcal{G}})}{P(w|x_n, \hat{\mathcal{G}})} \right) \right\} \right]_+ \right\}
$$

(5.12)

The first term is the negative of the delta function's entropy, which is an infinite, but constant, value. Then the criterion to be minimised becomes:

$$
- \log p(\hat{\mathcal{G}}) + \sum_n \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) - \log \left( \frac{P(w_n|x_n, \hat{\mathcal{G}})}{P(w|x_n, \hat{\mathcal{G}})} \right) \right\} \right]_+
$$

(5.13)

This is the large margin training criterion for the discriminative models described in [209, 210]. When $P(w|x, \mathcal{G})$ is a log-linear model, the denominator terms of the log-linear model
can be cancelled out in criterion (5.13). This criterion becomes the training criterion of the structured SVM discussed in section 3.2.5, and can be efficiently solved with the cutting-plane algorithm [96].

5.2.1 Solutions to the General Criterion

It is possible to consider a general solution the optimisation criterion (5.6) in the previous section. The criterion function \( \mathcal{F}(\mathcal{G}; \mathcal{D}) \) can be written as \( \mathcal{F}(\mathcal{G}; \mathcal{D}) = \log \left( \exp \left( \mathcal{F}(\mathcal{G}; \mathcal{D}) \right) \right) \), hence the general criterion described in (5.6) can be expressed as:

\[
\begin{align*}
\arg \min_{q(\mathcal{G})} & \left\{ \text{KL}(q(\mathcal{G}) || p(\mathcal{G})) - \int q(\mathcal{G}) \log \left( \exp \left( \mathcal{F}(\mathcal{G}; \mathcal{D}) \right) \right) d\mathcal{G} \right\} \\
\text{s.t.} & \quad q(\mathcal{G}) \in \mathcal{P}_{\text{prob}}
\end{align*}
\]  

(5.14)

Analogous with the solutions to the criteria (5.2) and (5.4) for standard Bayesian inference, the solution that minimises the general criterion described in (5.14) can be written as the product of the prior and the exponential of the criterion function:

\[
\hat{q}(\mathcal{G}) \propto p(\mathcal{G}) \exp \left( \mathcal{F}(\mathcal{G}; \mathcal{D}) \right)
\]  

(5.15)

In order to ensure the right hand side of (5.15) is normalisable, the integral over \( \exp \left( \mathcal{F}(\mathcal{G}; \mathcal{D}) \right) \) should be finite. To distinguish from the posterior distribution \( p(\mathcal{G}|\mathcal{D}) \) obtained from Bayes’ rule, the distribution \( \hat{q}(\mathcal{G}) \) that minimises the general criterion (5.14) is called the optimal distribution in this thesis.

In the rest of this section, discriminative models will be used, but similar conclusions can be drawn for generative models. When making predictions, given the optimal distribution \( \hat{q}(\mathcal{G}) \), the class posterior distribution can be obtained by marginalising out all the model parameters [17, 92, 105]:

\[
P(w|x, \mathcal{D}) = \int P(w|x, \mathcal{G}) \hat{q}(\mathcal{G}) d\mathcal{G}
\]  

(5.16)

However when calculating this class posterior distribution, normally, neither the optimal distribution \( \hat{q}(\mathcal{G}) \) described in (5.15) nor the integral in (5.16) is tractable. Thus, approximate methods need to be applied. Two approaches will be briefly discussed in the rest of this section.
Monte Carlo Methods  Monte Carlo methods are sampling based schemes, in which the samples \( \{ \mathcal{G}^{(k)} \}_{k=1}^{K} \) are drawn from the optimal distribution \( \hat{q}(\mathcal{G}) \). The integral in the class posterior distribution described in (5.16) then can be approximated by summing over these samples:

\[
P(w|x, \mathcal{D}) \approx \frac{1}{K} \sum_{k=1}^{K} P(w|x, \mathcal{G}^{(k)})
\]

(5.17)

Gibbs sampling is one form of the Markov chain Monte Carlo methods [6], which are a class of algorithms for sampling from a probability distribution based on constructing a Markov chain whose equilibrium distribution is the desired distribution. Rather than sampling from the joint distribution \( \hat{q}(\mathcal{G}) = \hat{q}(g_1, \ldots, g_M) \) directly (where the model parameters \( \mathcal{G} \) can be decomposed as \( \mathcal{G} = \{g_1, \ldots, g_M\} \)), in Gibbs sampling samples are iteratively drawn from the conditional distribution of each parameter \( g_m \) in turn. Following a sufficient burn-in period (say \( T \) steps), the chain converges to the stationary distribution regardless of where it begins. This is called the equilibrium distribution. Then, the samples\(^1\) are from the joint distribution \( \hat{q}(\mathcal{G}) \), but not independent.

In addition to implementing the Monte Carlo method directly, in [95] the joint distribution \( q(\mathcal{G}) \) is factorised, and the Monte Carlo approach is applied to one of the factorised distributions. Compared with the variational methods having full factorisation, a weaker assumption is made:

\[
q(\mathcal{G}) \approx q(g_m)q(\mathcal{G}_{-g_m})
\]

(5.18)

where \( g_m \) is one parameter in set \( \mathcal{G} = \{g_1, \ldots, g_M\} \), and \( \mathcal{G}_{-g_m} \) are all the parameters except \( g_m \) in \( \mathcal{G} \). By using this factorisation, inference can be simplified, especially when it is impractical to sample from the joint distribution \( q(\mathcal{G}) \) directly. The optimisation procedure then can be described as alternatively performing the following two steps:

- Given \( \hat{q}(g_m) \), estimate \( \hat{q}(\mathcal{G}_{-g_m}) \) by minimising the general criterion in (5.6).
- Given \( \hat{q}(\mathcal{G}_{-g_m}) \), estimate \( \hat{q}(g_m) \) by minimising the general criterion in (5.6).

\(^1\)The consecutive samples are correlated with each other, and independent samples are desired. Thus, these samples are thinned by only storing every \( l \)th value after the burn-in period.
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Often the distribution of a single parameter \( \hat{q}(g_m) \) has a simple form, whereas the distribution \( \hat{q}(G - g_m) \) may be complicated and have no closed form. Monte Carlo approaches can be implemented \([95]\), where the distribution \( \hat{q}(G - g_m) \) is approximated by samples. Then the integral in the class posterior distribution described in (5.16) can be calculated. In section 5.4, an application of this method to the infinite structured discriminative model will be discussed in detail.

Variational Inference As an alternative to Monte Carlo approaches, variational inference can be applied to approximate the optimal distribution \( \hat{q}(G) \). The mean field variational inference \([19]\) is commonly used, in which parameters \( G = \{g_1, \ldots, g_M\} \) are assumed to be independent from each other. The optimal distribution \( \hat{q}(G) \) is approximated by a fully factorised variational distribution \( q_v(G) \):

\[
\hat{q}(G) \approx q_v(G) = q_v(g_1, \ldots, g_M) = \prod_{m=1}^{M} q_v(g_m)
\]

where the form of each variational distribution \( q_v(g_m) \) is determined by model parameter \( v_m \). In inference, each parameter \( v_m \) is updated in turn iteratively by performing coordinate descent of the general criterion described in (5.6). After converging, the optimised variational distribution can be used in computing the class posterior distribution described in (5.16). Since the variational distribution is fully factorised and normally has a simple form (say the exponential family), the integral becomes tractable to compute. An example of variational inference for the infinite support vector machine is given in Appendix B.

5.3 Infinite Structured Discriminative Models

The framework for infinite mixtures of experts was discussed in section 4.3.5. In the following sections, the applications of infinite mixtures of experts to speech recognition will be discussed in detail. In the previous sections, the input and corresponding label were denoted as \( x \) and \( w \) respectively. Since speech utterances are data sequences and class labels are sentences, the notation for the input utterance (observation sequence) and corresponding class label (sentence) are changed to \( O \) and \( W \) respectively. When label structure\(^1\) is

\(^1\) The sentences are structured labels, which can be broken down into atomic units, e.g. words or phones.
introduced, the infinite mixture of experts described in equation (4.47) becomes an infinite structured discriminative model:

\[
P(W|O, G) = P(W|O, \pi, \Theta, H) = \sum_{z} P(W|O, H, z) P(z|O, \pi, \Theta) \quad z \in \{1, 2, \cdots, \infty\}
\]

(5.20)

where \( G = \{ \pi, \Theta, H \} \) are the parameters of the whole model. \( z \) is the indicator variable, that denotes which expert the input variable \( O \) is associated with. \( P(z|O, \pi, \Theta) \) is known as the gating network, which is a function of the input variable \( O \) with parameters \( \{ \pi, \Theta \} \). If the gating network is based on a Gaussian mixture model (GMM) with infinite number of components, \( \pi = \{ \pi_{m} \}_{m=1}^{\infty} \) are mixture weights, \( \Theta = \{ \theta_{m} \}_{m=1}^{\infty} \) are the parameters of all the components. \( P(z|O, \pi, \Theta) \) is the component posterior of the infinite GMM:

\[
P(z|O, \pi, \Theta) = \frac{\pi_{z}N(\varphi(O); \theta_{z})}{\sum_{z} \pi_{z}N(\varphi(O); \theta_{z})}, \quad z \in \{1, 2, \cdots, \infty\}
\]

(5.21)

where \( N(\varphi(O); \theta_{z}) \) is the \( z \)th Gaussian component with parameters \( \theta_{z} \), \( \pi_{z} \) is the mixture weight corresponding to the \( z \)th Gaussian component, and \( \varphi(O) \) is a feature function, which maps the input \( O \) with various length to a feature with fixed dimension, e.g. the log-likelihood feature function described in section 3.5.2.1 can be used.

In the infinite structured discriminative model described in (5.20), \( P(W|O, H, z) \) is a structured discriminative model\(^1\), which is discussed in section 3.2. \( H = \{ \eta_{m} \}_{m=1}^{\infty} \) are the parameters of all the experts. Since the class label of the utterance \( W \) is a sentence, the possible number of classes for an utterance can be exponentially large in the vocabulary size. In order to solve this problem, structure is introduced by breaking the sentence label into sub-sentence units, e.g. words or phones with associated segmentation of the sentence. Given one possible segmentation (or alignment) \( \rho \) which segments the sentence into sub-sentence units, the input utterance and sentence can be decomposed into \( O = \{ O_{(1)}, \cdots, O_{(|\rho|)} \} \) and \( W = \{ w_{1}, \ldots, w_{|\rho|} \} \), where \( |\rho| \) is the number of segments. As discussed in section 3.2, the structured discriminative model \( P(W|O, H, z) \) in (5.20) can be described as:

\[
P(W|O, H, z) = P(W|O, \eta_{z}) = \frac{1}{Z(\eta_{z}; O)} \sum_{\rho \in P_{W}} \exp \left( \eta_{z}^{T} \Phi(O, W, \rho) \right)
\]

(5.22)

\(^1\) In structured discriminative models, the structure of the class label is considered, and the parameters for any classes (sentences) can be constructed from a common set of basic units [209].
where $Z(\eta_z, O)$ is a normalisation term:

$$Z(\eta_z, O) = \sum_{W \in \mathcal{W}} \sum_{\rho \in \mathcal{P}_W} \exp \left( \eta_z^T \Phi(O, W, \rho) \right)$$

(5.23)

where the set $\mathcal{W}$ consists of all possible hypotheses for the input $O$, and the set $\mathcal{P}_W$ consists of all possible segmentations corresponding to the hypothesis $W$. $\Phi(O, W, \rho)$ is the joint feature space, which characterises the dependence between the input $O$ and hypothesis $W$, and maps the input $O$ with variable length to a fixed dimension [209, 210]. Various forms of the joint features were discussed in detail in section 3.5.

The structured discriminative model described in equation (5.22) is the conditional augmented (CAug) model or segmental CRF [106, 109, 215] discussed in section 3.2.3. In this model, the summation over all possible segmentations results in inefficiency in training. Similar to Viterbi decoding, where the likelihood is approximated by only considering the most likely state sequence, here the most likely segmentation $\rho_\lambda$ from the HMM is used instead of summing over all possible segmentations [147, 199]. Then the structured discriminative model described in (5.22) can be approximated as a log-linear model:

$$P(W|O, H, z) = P(W|O, \eta_z) \approx \frac{1}{Z(\eta_z, O)} \exp \left( \eta_z^T \Phi(O, W, \rho_\lambda) \right)$$

(5.24)

When the experts are log-linear models, the infinite structured discriminative model described in (5.20) is an infinite log-linear model. Given the generative model (HMM) with parameters $\lambda$, the most likely segmentation $\rho_\lambda$ can be obtained by maximising [54]:

$$\rho_\lambda = \arg \max_\rho P(\rho)p(O|\lambda, \rho)$$

(5.25)

where $p(O|\lambda, \rho)$ is the likelihood given by the HMM. In this work, the probabilities of choosing different segments are supposed to be equal, namely $P(\rho)$ is a uniform distribution. Alternatively, the optimal segmentation can also be obtained from discriminative models [210]. The optimal segmentation is not considered in this thesis.

5.3.1 Bayesian Inference with Gibbs Sampling

The previous section discussed the infinite structured discriminative model, which is an infinite mixture of experts with structured discriminative model experts. The log-linear model, which is a simplified form of the CAug model, was also studied. This section will
discuss Bayesian inference of the infinite structured discriminative model, and the infinite log-linear model\(^1\) will be given as an example.

### 5.3.1.1 Classification

In order to motivate inference, classification will be discussed first. In classification, given an input utterance \(O\), the corresponding class label (sentence) \(W\) needs to be predicted. Consider a training set consisting of utterance and reference pairs \(D = \{(O_1, W_1), \ldots, (O_N, W_N)\}\), where \(O_n\) is the \(n\)th training utterance (observation sequence) and \(W_n\) is the corresponding class label. As discussed in section 4.2, in Bayesian approaches the class posterior distribution of \(W\) can be calculated by marginalising out over all the model parameters. Thus the class posterior distribution for the infinite structured discriminative model can be obtained:

\[
P(W|O, D) = \int P(W|O, \mathcal{G})p(\mathcal{G}|D)d\mathcal{G}
\]

(5.26)

where \(\mathcal{G} = \{\pi, \Theta, \mathcal{H}\} = \{\pi_m, \theta_m, \eta_m\}_{m=1}^{\infty}\) are the parameters of the whole model, and the posterior distribution \(p(\mathcal{G}|D)\) can be obtained according to Bayes’ rule:

\[
p(\mathcal{G}|D) \propto p(\mathcal{G})p(D|\mathcal{G})
\]

(5.27)

where \(p(\mathcal{G})\) is the prior distribution of the model parameters, and in this work these model parameters are assumed to be independent from each other in the prior distribution. Often, the posterior distribution (5.27) does not have a closed form, and the integral in the class posterior distribution (5.26) is intractable. Common approaches to address this problem are to use Monte Carlo methods or variational inference. In variational inference, the truncation is made in inference [19, 213], where the number of components is truncated to \(M\). And in the mean field variational inference which is most commonly used, the fully-factorized variational distributions are used which break the dependencies between the parameters. Alternatively, Monte Carlo approaches are sampling-based methods, where the integral, such as in (5.26), is approximated by the sum over samples, and any desired accuracy can be achieved with enough samples. In this work, only Monte Carlo approaches are studied.

---

\(^1\) Again, the infinite log-linear model is an infinite structured discriminative model having log-linear models as experts.
CHAPTER 5. INFINITE STRUCTURED DISCRIMINATIVE MODELS

Given the definition of the infinite structured discriminative model (5.20), and let the integral in the class posterior distribution (5.26) be approximated by the sum over \( K \) samples, then yields:

\[
P(W|O, D) \approx \frac{1}{K} \sum_{k=1}^{K} P(W|O, G^{(k)})
\]

\[
\approx \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(W|O, H^{(k)}, z) P(z|O, \pi^{(k)}, \Theta^{(k)})
\]

(5.28)

where the samples \( G^{(k)} = \{\pi^{(k)}, \Theta^{(k)}, H^{(k)}\}_{k=1}^{K} \) are drawn from the posterior distribution of the model parameters \( p(G|D) \). Since \( G = \{\pi, \Theta, H\} \) are the parameters of the whole infinite structured discriminative model, there are infinite number of parameters in set \( \{\pi, \Theta, H\} \). In training (limited by the finite number of training data), the number of represented experts \( M_k \) (which are the experts that have associated data) is finite. In classification, only the represented experts are considered (and the reason will be discussed in the next paragraph). Then each draw \( \{\pi^{(k)}, \Theta^{(k)}, H^{(k)}\} \approx \{\pi^{(k)}, \Theta^{(k)}, H^{(k)}\}_{k=1}^{M_k} \) defines a mixture of experts as described in section 4.3.5.1, and classification is averaged over \( K \) mixture of experts. In the rest of this section, the reason for only considering the represented experts will be discussed.

In the class posterior distribution (5.28), \( M_k \) is the number of the represented experts (which are the experts that have associated data) for the \( k \)th draw. This means the unrepresented experts (which are the experts that have no associated data) are ignored in classification. Since there is no associated data for the unrepresented experts, the parameters of the unrepresented experts are sampled from the prior distribution, and all unrepresented experts can be treated as a single expert. Thus, in the following discussion, we can consider the unrepresented experts as a single expert. For the \( k \)th draw, the conditional probability \( P_{\text{unrep}}(W|O, G^{(k)}) \) contributed from the unrepresented experts can be described as:

\[
P_{\text{unrep}}(W|O, G^{(k)}) = P(W|O, H^{(k)}, z) P(z|O, \pi^{(k)}, \Theta^{(k)})
\]

\[
= P(W|O, \eta^{(k)}_z) P(z|O, \pi^{(k)}, \Theta^{(k)}), \quad z = M_k + 1
\]

(5.29)

\footnote{The \textit{m}th mixture weight \( \pi^{(k)}_m \) is proportional to the number of data associated with that expert \( N^{(k)}_m \) which can be obtained in training, and the total weight satisfies \( \sum_m \pi^{(k)}_m = 1 \).}
5.3 Infinite Structured Discriminative Models

Let $\pi_{M+1}^{(k)}$ denote the mixture weight corresponding to the unrepresented experts. Empirically, the mixture weight $\pi_{M+1}^{(k)}$ corresponding to the unrepresented experts is small. This leads to a small component posterior probability $P(z|O, \pi^{(k)}, \Theta^{(k)})$ defined in (5.21). Moreover, if the unrepresented experts are considered in classification, in the conditional distribution $P(W|O, \eta_z^{(k)})$, $\eta_z^{(k)}$ is drawn the prior distribution $p(\eta)$, and the prior might be chosen for mathematical simplicity rather than based on the prior beliefs or we hold no prior information about the parameter. This leads to inaccuracy when the unrepresented experts are taken into account. Due to the small value of $P(z|O, \pi^{(k)}, \Theta^{(k)})$ and inaccuracy of the conditional probability $P_{\text{inrep}}(W|O, \eta_z^{(k)})$ described in (5.29), the unrepresented experts are not considered in classification in this study.

5.3.1.2 Bayesian Inference

As discussed in the previous section, the joint posterior distribution over the model parameters, $p(\Gamma|D)$, of the infinite structured discriminative model described in (5.27) does not have a closed form. However, Gibbs sampling [6, 190] can be applied to draw samples from this joint posterior distribution. In inference of the infinite structured discriminative model, the representation based on the Chinese restaurant process (CRP) is used, and the graphical model of this representation is illustrated in Figure 4.10, where the mixture weights $\pi = \{\pi_m\}_{m=1}^\infty$ are marginalised out, and the latent variables (the indicator variables corresponding to the training data) $\mathbf{z} = \{z_1, \ldots, z_N\}$ are introduced. Thus, the posterior distribution $p(\Theta, \mathbf{H}, \mathbf{z}|D)$ will be inferred in training. Gibbs sampling is applied to draw samples $\{\Theta^{(k)}, \mathbf{H}^{(k)}, \mathbf{z}^{(k)}\}$ from this posterior distribution $p(\Theta, \mathbf{H}, \mathbf{z}|D)$. As discussed in the previous section, $\{\pi^{(k)}, \Theta^{(k)}, \mathbf{H}^{(k)}\}$ are the samples of interest in classification. As discussed in [6, 172], the marginal samples $\{\Theta^{(k)}, \mathbf{H}^{(k)}\}$ can be obtained by sampling $\{\Theta^{(k)}, \mathbf{H}^{(k)}\}$ according to $p(\Theta, \mathbf{H}, \mathbf{z}|D)$ and subsequently ignoring the samples $\mathbf{z}^{(k)}$. When the sampled indicators $\mathbf{z}^{(k)}$ are given, the number of the represented experts $M_k$ can be determined, which is the number of the unique values in set $\mathbf{z}^{(k)}$, namely $M_k = |\mathbf{z}^{(k)}|$. Given $\mathbf{z}^{(k)}$, the number of data $N_m^{(k)}$ associated with each

---

1 When the unrepresented experts are considered, the mixture weight $\pi_{M+1}^{(k)}$, corresponding to the unrepresented experts is proportional to $\alpha$ which is the concentration parameter of the Dirichlet process; the weight $\pi_m^{(k)}$ corresponding to a represented expert is proportional to the number of data associated with that expert $N_m^{(k)}$. The total weight satisfies $\sum_m \pi_m^{(k)} = 1$. 
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Algorithm 1: the sampling process for the infinite structured discriminative model

Initialise: \( \{ \Theta^{(0)}, H^{(0)}, z^{(0)} \} \)

repeat
  for \( n \in \{ 1, \ldots, N \} \) do
    sample \( z_n^{(k)} \sim P(z_n | z_{-n}^{(k)}, \Theta^{(k-1)}, H^{(k-1)}, D) \)
  end
  The number of represented experts is: \( M_k = |z^{(k)}| \).
  for \( m \in \{ 1, \ldots, M_k \} \) do
    sample \( \theta_m^{(k)} \sim p(\theta_m | z^{(k)}, D) \)
    sample \( \eta_m^{(k)} \sim p(\eta_m | z^{(k)}, D) \)
  end
  for the unrepresented experts do
    sample \( \theta_{M_k+1}^{(k)} \sim p(\theta) \)
    \( \eta_{M_k+1}^{(k)} = \text{arg max}_\eta p(\eta)^3 \)
  end
until converge;

represented expert also can be determined: \( N_m^{(k)} = \sum_{n=1}^N \delta(z_n^{(k)}, m) \). As discussed in section 5.3.1.1, only the represented experts are considered in classification, the mixture weights \( \pi^{(k)} = \{ \pi_m^{(k)} \}_{m=1}^{M_k} \) used in classification then can be determined, where each weight \( \pi_m^{(k)} \) is proportional to the number of associated data \( N_m^{(k)} \), and the total weight satisfies \( \sum_m \pi_m^{(k)} = 1 \), namely \( \pi_m^{(k)} = \frac{N_m^{(k)}}{N} \) where \( N \) is the total number of training data.

In Gibbs sampling, samples are iteratively drawn from the conditional posterior distribution of each parameter in turn. The sampling process for the infinite structured discriminative model can be summarised in Algorithm 1. The samples \( \{ \Theta^{(k)}, H^{(k)}, z^{(k)} \} \) can be obtained from this iterative process. By discarding the initial set of samples (in burn-in period) to avoid starting biases, \( K \) thinned samples (obtained by only choosing one sample from every several consecutive samples) can be used to approximate the integral in the class posterior distribution described in (5.26). In the following sections, the conditional posterior distribution of each parameter will be discussed in detail.

---

4 Since only the represented experts are considered in classification, the mixture weights \( \pi^{(k)} \) has \( M_k \) elements. Training is based on the CRP, where \( \pi \) are marginalised out, and infinite number of experts are considered. Thus, there is no restriction on training.
5.3.1.3 The Conditional Posterior Distribution of $z_n$

The indicator variable $z_n$ denotes which expert the $n$th observation sequence $O_n$ is associated with. Given the training data $\mathcal{D} = \{(O_1, W_1), \ldots, (O_N, W_N)\}$ and the samples of all the other model parameters, the conditional posterior distribution of $z_n$ can be described as follows:

$$
P(z_n = m | z_{-n}^{(k)}, \Theta^{(k-1)}, H^{(k-1)}, \mathcal{D}) \propto P(z_n = m | z_{-n}^{(k)}, \alpha)p(\varphi(O_n)|\theta_{m}^{(k-1)})P(W_n|O_n, \eta_{m}^{(k-1)})$$

(5.30)

where the set $z_{-n}^{(k)}$ denotes all the indicators except $z_n^{(k)}$, namely

$$
z_{-n}^{(k)} = \{ z_1^{(k)}, \ldots, z_{n-1}^{(k)}, z_{n+1}^{(k)}, \ldots, z_N^{(k)} \}.
$$

$\Theta^{(k-1)}$ are the sampled parameters of the components in the gating network, and $H^{(k-1)}$ are the sampled parameters of the experts. The first term $P(z_n = m | z_{-n}^{(k)}, \alpha)$ is given by the Chinese Restaurant Process (CRP)\(^1\) with concentration parameter $\alpha$ described in section 4.3.3:

$$
P(z_n = m | z_{-n}^{(k)}, \alpha) = \begin{cases} 
\frac{N_m^{(k)} - n}{N - 1 + \alpha}, & \text{when } m \text{ denotes an existing expert} \\
\frac{\alpha}{N - 1 + \alpha}, & \text{when } m \text{ denotes a new expert}
\end{cases}
$$

(5.31)

where $N$ is the total number of the training data, and $N^{(k)}_{m,-n}$ is the number of training data associated with the $m$th expert excluding the $n$th instance. In (5.30) the second term $p(\varphi(O_n)|\theta_{m}^{(k-1)})$ is the component likelihood, which is given by the Gaussian distribution. $\varphi(\cdot)$ is a feature function which transforms the input with various length to a vector with fixed dimension. The last term $P(W_n|O_n, \eta_{m}^{(k-1)})$ is the conditional likelihood given by the structured discriminative model, for example the log-linear model described in (5.24).

When $z_n$ indicates an existing expert (a represented expert), it is straightforward to calculate the conditional posterior probability of $z_n$ through (5.30). When $z_n$ denotes a new expert (an unrepresented expert), following the method introduced by Neal [131], when

---

\(^1\) In order to make the newly generated expert have good generalisation, $\eta$ is set to be the mode of its prior distribution. Here, the mode of the prior distribution is the optimised parameter of the discriminative model trained with the whole training set.

\(^2\) Given the exchangeability of the CRP, each $z_n$ can be considered as the last customer in the CRP metaphor.
calculating the likelihood \( p(\varphi(O_n)|\theta_m^{(k-1)}) \), the parameter \( \theta_m^{(k-1)} \) is sampled from its prior distribution as an auxiliary parameter \[131\]. Thus the likelihood can be easily obtained. In order to ensure that the newly generated expert has good generalisation, when calculating the last term \( P(W_n|O_n, \eta_m^{(k-1)}) \), the parameter of the expert \( \eta_m^{(k-1)} \) is set to be the mode of the prior distribution. In this work, the prior distribution is a Gaussian distribution, and the mean of this distribution is the optimised parameter of the structured discriminative model trained with the whole training set.

### 5.3.1.4 The Conditional Posterior Distribution of \( \theta_m \)

The gating network is based on a Dirichlet process mixture model, i.e. an infinite GMM in this work. Given the sampled indicator variables \( z^{(k)} \), the parameters of different Gaussian components are conditionally independent. Here the conditional posterior distribution of the \( m \)th Gaussian component parameters \( \theta_m \) can be described as follows:

\[
p(\theta_m|z^{(k)}, D) \propto p(\theta_m) \prod_{\forall z_n^{(k)} = m} p(\varphi(O_n)|\theta_m)
\]  

(5.32)

where \( \forall z_n^{(k)} = m \) indicates all instances \( n \in \{1, \ldots, N\} \) that satisfy \( z_n^{(k)} = m \). \( p(\theta_m) \) is the prior distribution of \( \theta_m \), and \( p(\varphi(O_n)|\theta_m) \) is the likelihood corresponding to the \( m \)th Gaussian component. Given the sampled indicators \( z^{(k)} \), each parameter set of the Gaussian component \( \theta_m^{(k)} \) can be sampled independently according to the conditional posterior distribution in (5.32). This conditional posterior distribution (5.32) is the same as the conditional posterior distribution of the component parameters in the infinite GMM \[149\], and the detailed process of sampling the component parameters and their hyper parameters is described in \[77, 131, 149\].

### 5.3.1.5 The Conditional Posterior Distribution of \( \eta_m \)

In this section, the experts are assumed to be log-linear models described in (5.24). Given the sampled indicator variables \( z^{(k)} \), the parameters of different experts are conditionally independent. Then the conditional posterior distribution of the \( m \)th expert parameter \( \eta_m \) can be described as follows:

\[
p(\eta_m|z^{(k)}, D) \propto p(\eta_m) \prod_{\forall z_n^{(k)} = m} P(W_n|O_n, \eta_m)
\]  

(5.33)
Algorithm 2: the Metropolis algorithm for sampling the parameter of the expert

Initialise: $\eta_0, t = 0$

repeat

1. Sample a candidate from the proposal distribution $\eta^* \sim p(\eta|\eta_t)$, which is a symmetric distribution satisfying $p(\eta|\eta_t) = p(\eta_t|\eta)$.

2. Calculate the ratio:

$$ r = \frac{p(\eta^*|z^{(k)}, D)}{p(\eta_t|z^{(k)}, D)} = \frac{p(\eta^*) \prod_{\forall z_n^{(k)}=m} P(W_n|O_n, \eta^*)}{p(\eta_t) \prod_{\forall z_n^{(k)}=m} P(W_n|O_n, \eta_t)} \quad (5.34) $$

3. If $r \geq 1$, accept the candidate. If $r < 1$, with probability $r$ accept the candidate, else reject it and go to step 1.

4. Let $t = t + 1$, and $\eta_t = \eta^*$.

until converge;

where $\forall z_n^{(k)} = m$ indicates all instances $n \in \{1, \ldots, N\}$ that satisfy $z_n^{(k)} = m$. $p(\eta_m)$ is the prior distribution of the expert parameter, which is a Gaussian distribution $p(\eta_m) = \mathcal{N}(\eta_m; \mu_\eta, \Sigma_\eta)$. In this work, the mean $\mu_\eta$ is the optimised parameter of a structured discriminative model trained with the whole training set, and the covariance is a scaled identity matrix $\Sigma_\eta = C I$. $P(W_n|O_n, \eta_m)$ is the conditional likelihood of a structured discriminative model, e.g. the log-linear model described in (5.24). Given the sampled indicators $z^{(k)}$, the parameter of each expert $\eta_m^{(k)}$ can be sampled independently according to the conditional posterior distribution described in (5.33). The Metropolis algorithm [125, 126] can be applied to sample from this conditional posterior distribution, and the sampling process is detailed in Algorithm 2.

As described in Algorithm 2, in step 1 the candidate $\eta^*$ for the next sample is drawn from the proposal distribution (or candidate-generating distribution) $p(\eta|\eta_t)$, which is a symmetric distribution satisfying $p(\eta|\eta_t) = p(\eta_t|\eta)$, e.g. a Gaussian distribution centred at $\eta_t$: $\mathcal{N}(\eta; \mu_\eta, \Sigma)$. In step 2, when calculating the ratio $r$ described in (5.34), the denominator term of the log-linear model $P(W|O, \eta)$ can be calculated efficiently by applying the forward algorithm on the denominator lattice [196].

By repeating the sampling process in Algorithm 2, a Markov chain $\{\eta_0, \eta_1, \ldots\}$ can be built. Following the burn-in period (e.g. $T$ steps), the chain approaches its stationary distribution. Then $\{\eta_{T+1}, \eta_{T+2}, \ldots\}$ are samples from distribution $p(\eta_m|z^{(k)}, D)$.
Each time the ratio $r$ is calculated, $N_m$ (the amount of data associated with the $m$th expert) calls of the forward algorithm are required to calculate the denominator term of $P(W_n|O_n, \eta^*)$. However, the value of the product of the posterior probabilities $\prod_{k=1}^{n} P(W_n|O_n, \eta^*)$ can be cached for the next calculation of $r$, here $\prod_{k=1}^{n} P(W_n|O_n, \eta_t)$ does not need to be calculated, given that the cached value can be used. However, generating a valid sample by using the Metropolis algorithm is still computationally expensive. Since the Metropolis algorithm is a Markov chain Monte Carlo (MCMC) approach, this chain might be slow to converge and the iterative calculation of the ratio $r$ described in (5.34) is computationally expensive. This motivates an approximate approach to be used, and this approach will be discussed in the following section.

5.3.2 MAP Estimation for Each Expert

In section 5.3.1, a MCMC approach (i.e. Gibbs sampling detailed in Algorithm 1) is introduced to draw samples from the posterior distribution $p(\Theta, H, z|D)$. When sampling from the conditional posterior distribution of each expert’s parameter $p(\eta_m|z^{(k)}, D)$, the Metropolis algorithm described in Algorithm 2 is applied. In this algorithm, each instance of calculating the ratio $r$ described in (5.34) requires the forward algorithm to be implemented. This leads to inefficiency in training. In order to make training more efficient, an approximate method will be discussed in this section.

Rather than drawing samples from the conditional posterior distribution $p(\eta_m|z^{(k)}, D)$ described in (5.33), the maximum a posteriori (MAP) estimate can be used to approximate the samples from this posterior distribution. The MAP estimate is the mode of the conditional posterior distribution of $\eta_m$ described in (5.33):

$$\arg\max_{\eta_m} \mathcal{F}_{\text{MAP}}(\eta_m) = \arg\max_{\eta_m} \left\{ \log \left( p(\eta_m|z^{(k)}, D) \right) \right\}$$

$$= \arg\max_{\eta_m} \left\{ \log p(\eta_m) + \sum_{z^{(k)} = m} \log P(W_n|O_n, \eta_m) \right\} \quad (5.35)$$

This is the same as the CML training criterion of the CAug model with a prior [106, 147]. Then the efficient training approaches used by the CAug model can be applied, such as the RPROP algorithm [151]. When the prior is a Gaussian distribution $p(\eta_m) = \mathcal{N}(\eta_m; \mu_\eta, \Sigma_\eta)$
with mean $\mu_\eta$ and a scaled identity covariance matrix $\Sigma_\eta = C I$, the MAP (or CML) estimation described in (5.35) can be further described as:

$$
\arg \max_{\eta_m} F_{\text{MAP}}(\eta_m) = \arg \max_{\eta_m} \left\{ -\frac{||\eta_m - \mu_\eta||^2}{C} + \sum_{\forall z_m^{(k)} = m} \log P(W_n | O_n, \eta_m) \right\}
$$

(5.36)

By using an appropriate prior, improved generalisation can be achieved. In this work, the mean of the prior $\mu_\eta$ is set to be the optimised parameter of the log-linear model (5.24) trained on the whole training set using the CML criterion.

As discussed in this section, in training the infinite log-linear model (iLLM), MAP (or CML) estimation is applied to estimate the parameter of each expert by replacing sampling from the conditional posterior distribution $p(\eta_m | z^{(k)}, D)$ in Algorithm 1.

In this approximate method, the parameter of each expert is estimated according to the MAP (or CML) criterion, and this estimate is used to approximate the sample drawn from the conditional posterior distribution $p(\eta_m | z^{(k)}, D)$. By using this approximation, the samples $H^{(k)}$ drawn from the conditional posterior distributions are replaced with the parameters trained with the MAP criterion described in (5.36). Thus, the samples $\{\Theta^{(k)}, H^{(k)}\}$ are not drawn from the joint posterior distribution $p(\Theta, H | D)$ obtained from Bayes’ rule, but from a distribution with more narrow support. The resulting samples might converge to a local maximum of $p(\Theta, H | D)$. This might limit the ability of the model exploring the whole parameter space and mitigating over-fitting.

### 5.3.3 Large Margin Training for Each Expert

In section 5.3.2, the parameters of the experts are obtained by using a MAP estimator. In order to take advantage of the large margin classifier, with good generalisation yielding the state-of-the-art performance, in this section, large margin training is applied to estimate the parameters of each expert by replacing sampling from the conditional posterior distribution $p(\eta_m | z^{(k)}, D)$ in Algorithm 1. This type of system has been called the infinite structured SVM in the previous work [197].

In large margin training of the log-linear model described in (5.24), the margin is defined as the log-posterior ratio of the log-linear model between the reference $W_n$ and the most competing hypothesis $W$. Given the sampled indicators $z^{(k)}$, and introducing a prior
In a further training criterion:

\[ F_{LM}(\eta_m) = -\log p(\eta_m) + \sum_{\forall z_n^{(k)} = m, \forall n} \left( \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W_n, \eta_m) - \log \left( \frac{P(W_n | O_n, \eta_m)}{P(W_n | O_n, \eta_n)} \right) \right\} \right) \]  

(5.37)

where, for each training instance, the most competing hypothesis and segmentation pair \((W, \rho)\) is found over all possible hypotheses and segmentations except the reference with the corresponding segmentation \((W_n, \rho_n)\), and \(\rho_n\) is the most likely segmentation obtained by the HMM as described in equation (5.25). \(\mathcal{L}(W_n, \eta_m)\) is the loss, which measures how different the hypothesis \(W\) and the reference \(W_n\) are. When the prior \(p(\eta_m)\) is a Gaussian distribution \(p(\eta_m) = \mathcal{N}(\eta_m; \mu_\eta, \Sigma_\eta)\) with mean \(\mu_m\) and scaled identity covariance matrix \(\Sigma_\eta = C I\), substituting the log-linear model (5.24) into the large margin training criterion (5.37), the denominator term of the log-linear model can be cancelled out. Then, the training criterion can be further described as minimising:

\[ F_{LM}(\eta_m) = \frac{1}{2} ||\eta_m - \mu_\eta||^2 + C \sum_{\forall z_n^{(k)} = m, \forall n} \left( \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W_n, \eta_m) + \eta_m^T \Phi(O_n, W, \rho) \right\} \right) - \eta_m^T \Phi(O_n, W_n, \rho_n) \]  

(5.38)

This is the training criterion of the structured SVM [180, 181] with the training data associated with the \(m\)th expert. In order to train the expert with limited training data and ensure good generalisation, in this work the mean of the Gaussian prior \(\mu_\eta\) is set to be the optimised parameter of the structured SVM trained with the whole training set.

As discussed in this section, in Gibbs sampling, sampling for each expert is replaced by large margin training. Thus, this is not a valid Gibbs sampling approach, but an approximation. This type of large margin training for each expert can be viewed as a special example of large margin training for all the experts, which is discussed in detail in Appendix E.

### 5.3.4 Relationships with the General Criterion

In section 5.3.1, Bayesian inference of the infinite log-linear model was studied. In inference, the framework of infinite mixtures of experts based on the Chinese restaurant pro-

---

1. These possible hypotheses and segmentations can be obtained from a denominator lattice [147, 209].
cess (CRP) (illustrated in Figure 4.10) is used, where the mixture weights \( \pi = \{ \pi_m \}_{m=1}^{\infty} \) are marginalised out, and the indicator variables \( z = \{ z_1, \ldots, z_N \} \) corresponding to the training data \( \mathcal{D} = \{ (O_1, W_1), \ldots, (O_N, W_N) \} \) are introduced. Thus, the posterior distribution of the model parameters to be inferred is \( p(\Theta, H, z|\mathcal{D}) \), and Gibbs sampling is employed to sample from this distribution. As discussed in section 5.2, the model posterior distribution obtained through Bayes’ rule can be interpreted as the application of the general criterion (5.6) with a log-likelihood criterion function:

\[
\arg\min_{q(\Theta, H, z)} \left\{ \text{KL}(q(\Theta, H, z)||p(\Theta, H, z)) - \int \sum_z q(\Theta, H, z) F(\Theta, H, z; \mathcal{D}) d(\Theta, H) \right\} \\
\text{s.t. } q(\Theta, H, z) \in \mathcal{P}_{\text{prob}}
\]

(5.39)

As discussed in section 4.3.5, the infinite mixture of experts (based on the CRP) is a mixture of discriminative models, but not a discriminative model which models the conditional distribution of the label \( W \) given the observations \( O \) directly without considering the underlying distribution of the observations \([132]\). For the infinite log-linear model, the distribution of the observations is modelled by the gating network, which is an infinite Gaussian mixture model. The infinite log-linear model is a combination of generative models (gating network) and discriminative models (experts). Thus, the criterion function criterion function \( F(\Theta, H, z; \mathcal{D}) \) can be written in the form of a combination of likelihoods and conditional likelihoods:

\[
F(\Theta, H, z; \mathcal{D}) = \log p(\mathcal{D}|\Theta, H, z) = \sum_n \log p(O_n, W_n|\Theta, H, z_n)
\]

\[
= \sum_n \left( \log p(O_n|\Theta, z_n) + \log p(W_n|O_n, H, z_n) \right)
\]

(5.40)

As shown shown in (5.15), the solution that minimises criterion (5.39) is the product of the prior and the exponential of the criterion function:

\[
\hat{q}(\Theta, H, z) = p(\Theta, H, z) \log \left( F(\Theta, H, z; \mathcal{D}) \right)
\]

\[
= p(\Theta, H, z) p(\mathcal{D}|\Theta, H, z) = p(\Theta, H, z|\mathcal{D})
\]

(5.41)

This is the posterior distribution obtained through Bayes’ rule, and it is the distribution to be inferred in standard Bayesian inference discussed in section 5.3.1.
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In section 5.3.1, Bayesian inference of the infinite structured discriminative model was studied. Section 5.3.4 discussed a criterion-based interpretation of Bayesian inference for the infinite log-linear model, in which the general criterion has a log-likelihood criterion function. This section will discuss the application of the general criterion to the whole infinite log-linear model, the experts and the gating network.

5.4.1 The Training Criterion

As discussed in section 5.3.4, Bayesian inference of the infinite log-linear model can be interpreted as a criterion-based training approach, where the training criterion is the general criterion (5.39) with a log-likelihood criterion function (5.40). This criterion function is the combination of likelihoods (for the gating network) and conditional likelihoods (for the experts) as described in (5.40):

\[
\mathcal{F}(\Theta, H, z; \mathcal{D}) = \sum_n \left( \log p(O_n|\Theta, z_n) + \log P(W_n|O_n, H, z_n) \right) \tag{5.42}
\]

Appendix E discussed (large margin) training of the experts for the infinite log-linear model, where the general criterion with a hinge loss criterion function is applied only to the experts, and this criterion function is described in (E.2):

\[
\mathcal{F}(H; \mathcal{D}) = -\sum_n \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; H, O_n) \right\} \right] + \tag{5.43}
\]

In this section, a large margin training criterion will be applied to the whole infinite log-linear model. This large margin training criterion is a specification of the general criterion, and has the same form as the general criterion for Bayesian inference described in (5.39):

\[
\arg \min_{q(\Theta, H, z)} \left\{ \text{KL}(q(\Theta, H, z)||p(\Theta, H, z)) - \int \sum_z q(\Theta, H, z) \mathcal{F}(\Theta, H, z; \mathcal{D}) d(\Theta, H) \right\} \tag{5.44}
\]

\[\text{s.t. } q(\Theta, H, z) \in \mathcal{P}_{\text{prob}} \]

but the criterion function has a different form, which is the combination of the likelihood...
function (for the gating network) and the hinge loss function (for the experts):

$$F(\Theta, H, z; D) = \sum_{n} \left( \log p(O_{n}|\Theta, z_{n}) - \max_{W, \rho \neq W_{n}, \rho_{n}} \left\{ \mathcal{L}(W, W_{n}) - \mathcal{M}(W, W_{n}; O_{n}, H, z_{n}) \right\} \right)_{+}$$  \hspace{1cm} (5.45)$$

This criterion function (5.45) is called the \textit{combined criterion function} in this work. The general criterion described in (5.44) with this combined criterion function (5.45) has a similar form to the criterion for \textit{regularised Bayesian inference} [212, 214], and the hinge loss function (the second term of (5.45)) is related to the regularisation term in regularised Bayesian inference.

For the combined criterion function (5.45), \([\cdot]_{+}\) is the hinge loss function defined in (5.10). In this hinge loss, for each training instance, the best competing hypothesis and segmentation pair \((W, \rho)\) is found over all possible hypotheses and segmentations except the reference with the corresponding segmentation \((W_{n}, \rho_{n})\), and \(\rho_{n}\) is the most likely segmentation obtained by the HMM as described in equation (5.25). \(\mathcal{L}(W, W_{n})\) is the loss between the hypothesis \(W\) and the reference \(W_{n}\). \(\mathcal{M}(W, W_{n}; O_{n}, H, z_{n})\) is the margin, which determines how well the input label \(W_{n}\) can be correctly separated with the hypothesis \(W\). In the training criterion of the structured SVM [210], the margin is defined as the log-posterior ratio of the log-linear model defined in (5.24). In this margin definition, the normalisation terms of the log-linear models can be cancelled out. Analogously, in this work the margin for the infinite log-linear model is defined as the log ratio of the log-linear models:

$$\mathcal{M}(W_{n}, W; O_{n}, H, z_{n}) = \log \frac{P(W_{n}|O_{n}, H, z_{n})}{P(W|O_{n}, H, z_{n})}$$  \hspace{1cm} (5.46)$$

where \(P(W|O, H, z)\) is the log-linear model defined in (5.24). Other possible definitions of the margin were discussed in appendix E.1.1, where large margin training is applied in training the experts of the infinite log-linear model. In this section, large margin training is applied to the whole infinite log-linear model (an overall training criterion for the gating network and experts).

\subsection{5.4.2 The Solution to the Criterion}

In the previous section, large margin training for the whole infinite log-linear model was discussed. This large margin training criterion is the general criterion (5.44) with the com-
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bined criterion function described in (5.45). As discussed in section 5.2.1, the solution that minimises the general criterion is the product of the prior and the exponential of the criterion function. Thus, minimising the general criterion (5.44) with the combined criterion function (5.45), yields:

\[ \hat{q}(\Theta, H, z) \propto p(\Theta, H, z) \exp \left( J(\Theta, H, z; D) \right) \] (5.47)

where \( p(\Theta, H, z) \) is the prior distribution of the model parameters, and in this work these model parameters are assumed to be independent from each other in the prior distribution. Substituting the definition of the combined criterion function (5.45) in, this solution (5.47) can be further written as:

\[ \hat{q}(\Theta, H, z) \propto p(\Theta, H, z) \prod_n \left( p(O_n | \Theta, z_n) \cdot \exp \left( - \left[ \max_{W_n, p \neq W_n, \rho_n} \left\{ \mathcal{L}(W; W_n) - \mathcal{M}(W; W_n; O_n, H, z_n) \right\} \right]_+ \right) \right) \] (5.48)

This distribution is intractable, hence a Monte Carlo approach is implemented to sample from the un-normalised distribution as illustrated on the right hand side of (5.48). Because of the maximisation in the distribution \( \hat{q}(\Theta, H, z) \), it is impractical to draw samples from this distribution directly. As discussed in section 5.2.1, an indirect Monte Carlo method can be applied. In this Monte Carlo approach, the joint posterior distribution is factorised. Then, samples can be drawn from the factorised distributions. In this work, a weak assumption is made (95):

\[ q(\Theta, H, z) \approx \hat{q}(H)q(\Theta, z) \] (5.49)

Under this assumption, the training process can be summarised in Algorithm 3, and training will be discussed in detailed in the following sections.

5.4.2.1 The Estimation of \( \hat{q}(H) \)

Given \( \hat{q}(\Theta, z) \), the optimal distribution \( \hat{q}(H) \) for the experts’ parameters can be estimated by minimising the general criterion (5.44) with the combined criterion function (5.45). Since \( \hat{q}(\Theta, z) \) is given, this general criterion can be simplified as the following large margin
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**Algorithm 3**: Large margin training for the infinite log-linear model

1. Initialise $\hat{q}(\Theta, z)$ and $\hat{q}(H)$

   **repeat**
   
   1. Given $\hat{q}(\Theta, z)$, by minimising the general criterion (5.44) with the combined criterion function (5.45), the optimal distribution $\hat{q}(H)$ can be estimated.
   2. Given $\hat{q}(H)$, the optimal distribution $\hat{q}(\Theta, z)$ can be obtained by minimising the general criterion (5.44). Then the samples are drawn from the distribution $\hat{q}(\Theta, z)$.

   **until** converge;

training criterion:

$$
\arg \min_{\hat{q}(H)} \left\{ \text{KL}(\hat{q}(H) \| p(H)) + \int \sum_z \hat{q}(z)q(H) \sum_{n=1}^{N} \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; O_n, H, z_n) \right\} \, dH \right\} 
$$

(5.50)

s.t. $\hat{q}(H) \in \mathcal{P}_{\text{prob}}$

where the margin $\mathcal{M}(W, W_n; O_n, H, z_n)$ is defined in (5.46). Substituting the definition of the log-linear model (5.24) into this margin, the denominator terms of the log-linear models can be cancelled out, then yields:

$$
\mathcal{M}(W, W_n; O_n, H, z_n) = \eta_{z_n}^T \Phi(O_n, W_n, \rho_n) - \eta_{z_n}^T \Phi(O_n, W, \rho) 
$$

(5.51)

For the infinite log-linear model, the distribution $\hat{q}(\Theta, z)$ does not have a closed form, hence in training samples $\{\Theta^{(k)}, z^{(k)}\}$ are drawn from this distribution, which will be discussed in detail in section 5.4.2.2. In the large margin training criterion (5.50), $K$ samples $\{z^{(k)}\}_{k=1}^{K}$ are used to approximate the distribution $\hat{q}(z)$, and substituting margin (5.51) in, the large margin training criterion (5.50) then can be approximated as follows:

$$
\arg \min_{\hat{q}(H)} \left\{ \text{KL}(\hat{q}(H) \| p(H)) + \int \sum_{k=1}^{K} \frac{1}{K} \sum_{n=1}^{N} \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \eta_{z_n(k)}^T \Phi(O_n, W_n, \rho_n) + \eta_{z_n(k)}^T \Phi(O_n, W, \rho) \right\} \, dH \right\} 
$$

(5.52)

s.t. $\hat{q}(H) \in \mathcal{P}_{\text{prob}}$

Since the most competing hypothesis $W$ and corresponding segmentation $\rho$ are found over all possible $H$, this large margin training criterion (5.52) is intractable. Approximations
need to be made. As discussed in section 5.2, the large margin training criterion becomes tractable, when the posterior distribution \( q(H) \) is assumed to be a Dirac delta function:

\[
q(H) = \delta(H, \hat{H}) = \prod_{m=1}^{\infty} \delta(\eta_m, \hat{\eta}_m)
\]

This delta function has point mass at \( \hat{H} = \{\hat{\eta}_m\}_{m=1}^{\infty} \), and they are the parameters of the delta function. Substituting the definition of the KL divergence and this delta function (5.53) in, the large margin training criterion (5.52) can be further written as minimizing:

\[
\int q(H) \log q(H) dH - \int q(H) \log p(H) dH + \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \hat{\eta}_n^{(k)} \Phi(O_n, W_n, \rho_n) + \hat{\eta}_n^{(k)} \Phi(O_n, W, \rho) \right\} \right] +
\]

where the first term is the negative of the Shannon entropy. Since \( q(H) = \delta(H, \hat{H}) \) is a Dirac delta function, this entropy is a constant but infinite value. Then the large margin training criterion (5.54) can be simplified to be the same as the training criterion for large margin training of the experts described in (E.14):

\[
- \log p(\hat{H}) + \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \hat{\eta}_n^{(k)} \Phi(O_n, W_n, \rho_n) + \hat{\eta}_n^{(k)} \Phi(O_n, W, \rho) \right\} \right] +
\]

Given the sampled indicators \( \{z^{(k)}\}_{k=1}^{K} \), The number of the represented experts can be determined: \( M = \#\{z^{(k)}\}_{k=1}^{K} \), which is the number of unique values in set \( \{z^{(k)}\}_{k=1}^{K} \). The prior distribution of \( H \) is assumed to be \( p(H) = \prod_{m=1}^{\infty} p(\eta_m) \). For the unrepresented experts (having index \( m > M \)), minimising criterion (5.55) yields the mode of the prior distribution \( p(\eta_m) \). For the represented experts (having index \( m \leq M \)) with parameters \( \hat{H}_r = \{\hat{\eta}_m\}_{m=1}^{M} \), analogous to the criterion (E.15) for large margin training of the experts, the large margin training criterion (5.55) can be described as the following \( M \) minimisation criteria:

\[
\mathcal{F}_{1M}(\hat{H}_r) = \sum_{m=1}^{M} \mathcal{F}_{1M}(\hat{\eta}_m)
\]
where:

\[
\mathcal{F}_{\text{LM}}(\hat{\eta}_m) = -\log p(\hat{\eta}_m) + \frac{1}{K} \sum_{k=1}^{K} \sum_{\forall z_n^{(k)} = m, \forall n} \max_{W, \rho \neq \hat{W}_n, \rho_n} \left\{ \mathcal{L}(W; \hat{W}_n) - \hat{\eta}_m^T \Phi(O_n, W_n, \rho_n) + \hat{\eta}_m^T \Phi(O_n, W, \rho) \right\} \]

(5.57)

In this work, the prior distribution of each expert's parameter is assumed to be a Gaussian distribution \( p(\eta_m) = \mathcal{N}(\eta_m; \mu_\eta, \Sigma_\eta) \) with mean \( \mu_\eta \) and a scaled identity matrix covariance \( \Sigma_\eta = C I \). In order to train the experts with limited training data and ensure good generalisation, the mean \( \mu_\eta \) is set to be the optimised parameter of the structured SVM trained with all the training data. Substituting the definition of the prior distribution \( p(\eta_m) \) in, the \( n \)th criterion can be further written as minimising:

\[
\mathcal{F}_{\text{LM}}(\hat{\eta}_m) \propto \frac{1}{2} ||\hat{\eta}_m - \mu_\eta||^2 + \frac{C}{K} \sum_{k=1}^{K} \sum_{\forall z_n^{(k)} = m, \forall n} \max_{W, \rho \neq \hat{W}_n, \rho_n} \left\{ \hat{\eta}_m^T \Phi(O_n, W, \rho) + \mathcal{L}(W, \hat{W}_n) \right\} - \hat{\eta}_m^T \Phi(O_n, W_n, \rho_n) \]

(5.58)

This criterion (5.58) is the same as the large margin training criterion (E.17) for training the experts of the infinite log-linear model. In this large margin training criterion (5.58), the bound of summation is for all \( k \in \{1, \ldots, K\} \). As discussed in section E.2, this means the training data are replicated \( K \) times. For the \( n \)th training instance, it might be allocated to the same expert \( m \) for different \( k \). Thus, the most competing hypothesis \( W \) can be cached, and the cached hypothesis can be reused when this training instance is allocated to the same expert again.

5.4.2.2 The Estimation of \( \hat{q}(\Theta, z) \)

Given the optimal distribution of the experts' parameters \( \hat{q}(H) = \delta(H, \hat{H}) \) defined in (5.53), the general criterion (5.44) with the combined criterion function (5.45) can be written as follows:

\[
\arg \min_{q(\Theta, z)} \left\{ \text{KL}(q(\Theta, z)||p(\Theta, z)) - \int \sum_z \mathcal{F}(\Theta, z; D) q(\Theta, z) d\Theta \right\} \] s.t. \( q(\Theta, z) \in \mathcal{P}_{\text{prob}} \)

(5.59)
where

\[ F(\Theta, z; D) = \sum_{n} \left( \log p(O_n|\Theta, z_n) - \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; O_n, \hat{H}, z_n) \right\}_+ \right) \] (5.60)

As discussed in section 5.2.1, the solution that minimises the general criterion is proportional to the product of the prior and the exponential of the criterion function. Thus, minimising criterion (5.59) yields:

\[ \hat{q}(\Theta, z) \propto p(\Theta, z) \exp(F(\Theta, z; D)) \]

\[ = p(\Theta, z) \prod_{n=1}^{N} p(O_n|\Theta, z_n) \cdot \exp \left( - \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; O_n, \hat{H}, z_n) \right\}_+ \right] \right) \] (5.61)

As discussed in section 5.3.4, in Bayesian inference of the infinite log-linear model discussed, the posterior distribution of the model parameters obtained from Bayes’ rule is equivalent to the solution that minimises the general criterion with the log-likelihood criterion function described in (5.41):

\[ \hat{q}(\Theta, H, z) \propto p(\Theta, H, z) \exp(F(\Theta, H, z; D)) \]

\[ = p(\Theta, H, z) \prod_{n=1}^{N} p(O_n|\Theta, z_n) P(W_n|O_n, H, z_n) \] (5.62)

In Bayesian inference of the infinite log-linear model, for the posterior distribution (5.62), the probability contributed from the expert is \( P(W_n|O_n, H, z_n) \), which is the conditional distribution given by the log-linear model described in (5.24). By contrast, for the optimal distribution (5.61) in large margin training of the infinite log-linear model, the probability contributed from the expert is the exponential of the hinge loss function. This results from the hinge loss function in the definition of the combined criterion function defined in (5.45).

Since the distribution \( \hat{q}(\Theta, z) \) described in (5.61) is intractable, Gibbs sampling is applied to sample from this distribution \( \hat{q}(\Theta, z) \), and the conditional distribution of each parameter will be discussed in detail in the rest of this section.
The Conditional Distribution of $\theta_m$ Given the prior distribution $p(\Theta, z) = p(\Theta)p(z)$ and the sampled indicators $z^{(k)} = \{z_1^{(k)}, \ldots, z_N^{(k)}\}$, the conditional distribution $q(\Theta|z^{(k)})$ can be derived from the joint distribution $q(\Theta, z)$ described in (5.61):

$$q(\Theta|z^{(k)}) \propto p(\Theta) \prod_{n=1}^{N} p(O_n|\Theta, z_n^{(k)})$$

(5.63)

where $\Theta = \{\theta_m\}_{m=1}^{\infty}$ are the parameters of the Gaussian components\(^1\), and $p(\Theta) = \prod_m p(\theta_m)$ is the prior distribution. Given the sampled indicators $z^{(k)}$, the parameter of each component $\theta_m$ is conditional independent. For the represented components (that have associated data), the conditional distribution of each parameter $\theta_m$ can be written as:

$$q(\theta_m|z^{(k)}) \propto p(\theta_m) \prod_{\forall z_n^{(k)} = m} p(\phi(O_n)|\theta_m)$$

(5.64)

This conditional distribution (5.64) is the same as the conditional posterior distribution of $\theta_m$ (5.32) in Bayesian inference of the infinite log-linear model as discussed in section 5.3.1.4.

The difference between the joint distributions for large margin training and Bayesian inference of the infinite log-linear model, described in (5.61) and (5.62) respectively, is the term corresponding to the experts. Since the terms corresponding to the experts (the last terms) in the joint distributions (5.61) and (5.62) are not functions of $\theta_m$, the resulting conditional distributions of $\theta_m$ from these joint distributions (5.61) and (5.62) are identical.

The Conditional Distribution of $z_n$ Given the sampled parameters of the gating network $\Theta^{(k-1)}$, according to the optimal joint distribution $q(\Theta, z)$ described in (5.61), the conditional distribution of the $n$th indicator variable $z_n$ can be derived:

$$q(z_n = m|z_{-n}^{(k)}) \propto P(z_n = m|z_{-n}^{(k)}, \alpha) p(\phi(O_n)|\theta_m^{(k-1)}) \exp\left(-\max_{W,p\neq W_n,\rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; O_n, \hat{H}, z_n) \right\} \right)$$

(5.65)

where the set $z_{-n}^{(k)}$ denotes all the indicators except $z_n^{(k)}$, namely $z_{-n}^{(k)} = \{z_1^{(k)}, \ldots, z_{n-1}^{(k)}, z_{n+1}^{(k)}, \ldots, z_{N}^{(k)}\}$. In (5.65), the first term $P(z_n = m|z_{-n}^{(k)}, \alpha)$ is given by the Chinese restaurant process described in (5.31), and the second term $p(\phi(O_n)|\theta_m^{(k-1)})$ is the component likelihood, which is given by the Gaussian distribution.

\(^1\) Again, the gating network is an infinite GMM.
In Bayesian inference of the infinite log-linear model discussed in section 5.3.1, the conditional posterior distribution of the indicator variable is described in (5.30):\[
\tilde{q}(z_n = m | z^{(k)}_{-n}) \propto P(z_n = m | z^{(k)}_{-n}, \alpha)p(\varphi(O_n) | \Theta^{(k-1)}_m) P(W_n | O_n, \eta^{(k-1)}_m)
\] (5.66)

The difference between these two conditional distributions (5.65) and (5.66) is the third term corresponding to the expert. This results from the different definitions of the criterion function given in (5.45) and (5.42), in which the hinge loss and the log-likelihood are used respectively.

When the indicator variable $z_n$ indicates to an existing expert (the represented expert), the conditional posterior distribution of $z_n$ can be obtained from (5.65) directly. When the indicator variable $z_n$ indicates to a new expert (the unrepresented expert), similar to the method used in Bayesian inference of the infinite log-linear model model discussed in section 5.3.1, in calculating the likelihood $p(\varphi(O_n) | \Theta)$, the parameter $\Theta$ is sampled from its prior distribution [131]. In order to ensure the newly generated expert has good generalisation, the parameter of the expert $\eta$ is set to be the optimised parameter of the structured SVM trained with the whole training set.

### 5.4.3 Infinite Structured SVMs

In standard Bayesian inference, the model itself is probabilistic. A prior distribution is placed on the model parameters to express the uncertainty, and posterior distribution is obtained according to Bayes' rule, in which the (conditional) likelihood of the model is a probability. In section 5.4.1, an overall criterion is used in training the whole infinite log-linear model. Since training is a minimisation problem which does not require the model to be probabilistic, then discriminant functions (structured SVMs) can be employed as the experts of the infinite mixture of experts. This type of model is called the infinite structured SVM in this work, and will be discussed in the rest of this section.

A discriminant function is a function that maps the input $O$ directly to a class $W$ by choosing the class that maximises this function. Let the experts of the infinite log-linear model be discriminant functions, then the discriminant function for the $z$th expert can be described as:

\[
F(W; O, H, z) = F(W; O, \eta_z) = \eta_z^T \Phi(O, W, \rho)
\] (5.67)
where \( \mathbf{H} = \{ \eta_m \}_{m=1}^{\infty} \) are the parameters of all the experts, and \( \eta_m \) is the parameter of the \( m \)-th. \( \Phi(\mathbf{O}, \mathbf{W}, \rho) \) is the joint feature vector, which is discussed in detail in section 3.5. Similar to the conditional probability of the infinite structured discriminative model (5.20), the overall discriminant function of the infinite structured SVM can be described as:

\[
F(\mathbf{W}; \mathbf{O}, \pi, \mathbf{\Theta}, \mathbf{H}) = \sum_{\mathbf{z}} F(\mathbf{W}; \mathbf{O}, \mathbf{H}, \mathbf{z}) P(\mathbf{z}|\mathbf{O}, \pi, \mathbf{\Theta})
\]  

(5.68)

For the infinite structured SVM, the training criterion is still the general criterion (for the infinite log-linear model) described in (5.44) with the combined criterion function (5.45), but the margin is defined as the difference of the discriminant functions:

\[
\mathcal{M}(\mathbf{W}_n, \mathbf{W}; \mathbf{O}_n, \mathbf{H}, \mathbf{z}_n) = F(\mathbf{W}_n; \mathbf{O}_n, \mathbf{H}, \mathbf{z}_n) - F(\mathbf{W}; \mathbf{O}_n, \mathbf{H}, \mathbf{z}_n)
\]

(5.69)

Substituting the definition of the discriminant function (5.67) in, this margin (5.69) can be written as:

\[
\mathcal{M}(\mathbf{W}, \mathbf{W}_n; \mathbf{O}_n, \mathbf{H}, \mathbf{z}_n) = \eta^\mathbf{T}_{\mathbf{z}_n} \Phi(\mathbf{O}_n, \mathbf{W}_n, \rho_n) - \eta^\mathbf{T}_{\mathbf{z}_n} \Phi(\mathbf{O}_n, \mathbf{W}, \rho)
\]

(5.70)

This margin (5.70) is identical to the margin (5.51) for the infinite log-linear model, where the margin is defined as the log ratio of the log-linear models as described in (5.46). The denominator terms of the log-linear models can be cancelled out, and the resulting margin becomes a linear function of \( \eta_{\mathbf{z}_n} \) that is the same as the margin in (5.70) for the infinite structured SVM. This means large margin training of the infinite log-linear model and the infinite structured SVM are identical. Thus, the training process for the infinite structured SVM is the same as that for the infinite log-linear model discussed in section 5.4.2.

### 5.4.4 Classification

The (large margin) training process of the infinite log-linear model is summarised in Algorithm 3. After converging, the optimal distribution \( \bar{q}(\mathbf{\Theta}, \mathbf{H}, \mathbf{z}) = \bar{q}(\mathbf{H}) \bar{q}(\mathbf{\Theta}, \mathbf{z}) \) can be obtained, where \( \mathbf{\Theta} = \{ \theta_m \}_{m=1}^{\infty} \) are the parameters of the Gaussian components, \( \mathbf{H} = \{ \eta_m \}_{m=1}^{\infty} \) are the parameters of the experts, and \( \mathbf{z} = \{ z_1, \ldots, z_N \} \) are the indicator variables corresponding to the training data. Since both the model discussed in this section and the one discussed in Appendix E are infinite log-linear models (but have different training approaches), given the optimal distribution \( \bar{q}(\mathbf{\Theta}, \mathbf{H}, \mathbf{z}) \), in classification the class posterior distribution for the infinite log-linear model (with large training of the whole model)
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is the same as that for the infinite log-linear (with large training of the experts) described in (E.22):

\[ P(W|\mathbf{O}, \mathcal{D}) \approx \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(W|\mathbf{O}, \hat{\mathbf{H}}, z) P(z|\mathbf{O}, \Theta^{(k)}, z^{(k)}) \]  \hspace{1cm} (5.71)

where \( z \) is the indicator variable corresponding to the input \( \mathbf{O} \), and \( \hat{\mathbf{H}} \) are the parameters of \( \hat{q}(\mathbf{H}) \), which is a Dirac delta function. \( M_k \) is the number of the represented experts, namely \( M_k = |z^{(k)}| \) which is the number of the unique values in set \( z^{(k)} \). \( P(W|\mathbf{O}, \hat{\mathbf{H}}, z) \) is the conditional likelihood of the \( z \)th expert described in (5.24), and \( P(z|\mathbf{O}, \Theta^{(k)}, z^{(k)}) \)

is the component posterior distribution as described in (E.21):

\[ P(z|\mathbf{O}, \Theta^{(k)}, z^{(k)}) = \frac{\pi_z(z^{(k)})}{\sum_z \pi_z(z^{(k)}) N(\varphi(\mathbf{O}); \theta_z^{(k)})}, \quad z \in \{1, \ldots, M_k\} \]  \hspace{1cm} (5.72)

In this component posterior distribution \( \pi_z = N_z^{(k)}/N \), where \( N_z^{(k)} \) is the number of training data associated with the \( z \)th expert. \( N(\cdot) \) is a Gaussian distribution.

Infinite Structured SVMs For the infinite structure SVM discussed in section 5.4.3, each expert is a discriminant function as described in (5.67). In classification, the overall discriminant function has a similar form to the class posterior distribution described in (5.71):

\[ F(W; \mathbf{O}, \mathcal{D}) \approx \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} F(W; \mathbf{O}, \hat{\mathbf{H}}, z) P(z|\mathbf{O}, \Theta^{(k)}, z^{(k)}) \]  \hspace{1cm} (5.73)

where \( F(W; \mathbf{O}, \hat{\mathbf{H}}, z) \) is the discriminant function for the \( z \)th expert described in (5.67), and \( P(z|\mathbf{O}, \Theta^{(k)}, z^{(k)}) \) is the component posterior distribution described in (5.72). Compared with infinite log-linear models, classification for infinite structured SVMs is more efficient, given that the discriminant function is a linear function of the expert’s parameter \( \eta_z \), and it does not have a normalisation term as that in the log-linear model.

5.5 Summary

In this chapter, a different perspective on Bayesian inference is introduced in section 5.1, where Bayesian inference is interpreted as a minimisation criterion. Section 5.2 introduces
the general criterion. The minimisation criterion for Bayesian inference is the general criterion with a log-likelihood criterion function. With different definitions of the criterion function, various training criteria can be resulted. Section 5.3 discusses the application of the infinite structured discriminative model to speech recognition. Standard Bayesian inference of the infinite log-linear model is detailed in section 5.3.1, and two approximation methods with MAP estimation and large margin training are discussed in section 5.3.2 and 5.3.3 respectively. In these approximations, the parameter of each expert is estimated by the MAP estimator and large margin training criterion respectively, replacing the process of sampling the parameter of each expert. Training of the infinite log-linear model with the general criterion having different criterion functions is also detailed. Large margin training of each expert (in a Gibbs sampling style training process discussed in section 5.3.3) is a special example of training all the experts with the general criterion having a hinge loss criterion function (discussed in Appendix E). Section 5.4 discusses the application of large margin training, in which the criterion is the general criterion with the combined criterion function, to the whole infinite log-linear model, the gating network and experts.
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Chapter 6

Experiments

In the previous chapters, the log-linear model and the infinite log-linear model with various training approaches were detailed. The experiments of these models carried on different corpora (i.e. AURORA 2, AURORA 4 and the Babel corpora) will be studied in this chapter. On these data sets, the performances of the baseline systems, the log-linear models and the infinite log-linear model will be compared. In all experiments, the baseline HMM systems, i.e. tandem, hybrid and VTS compensated ones, are taken from various projects which involve a group of people working on. All the tandem, hybrid and joint decoding systems used in experiments have the state-of-the-art performance.

AURORA 2 is a noise-corrupted continuous digit corpus with vocabulary size 12 (one to nine, plus zero, oh and silence). On this small vocabulary task, some preliminary experiments were carried, e.g. the unstructured discriminative models and the infinite structured discriminative models discussed in section 5.3. AURORA 4 is a noise-corrupted medium to large vocabulary database based on the Wall Street Journal (WSJ) data. It is impractical to apply the unstructured discriminative model to this task. Thus, only the structured discriminative models and their infinite counterparts were examined on AURORA 4 set. Moreover, in order to make training of the models with large margin training criteria more efficient (or practical), the constraint set propagation approach was also applied. In order to examine the performances of the structured discriminative models (the log-linear model and structured SVM) and the infinite structured discriminative models described
in section 5.3 on real world data, experiments were also conducted on the Babel corpora, which cover a range of diverse languages and are recorded in real-life scenarios, such as conversational telephone speech, over a range of acoustic conditions, such as mobile phone conversation made from car [64].

6.1 Experiments on AURORA 2

In this section, experiments conducted on the AURORA 2 corpus will be discussed. Since AURORA 2 is a small vocabulary noise corrupted continuous digit data set, the unstructured discriminative model, such as the SVM, can be implemented. Comparisons of the performances will be made between the unstructured discriminative models and the structured discriminative models. This section will also give the performances of the infinite structured discriminative models described in section 5.3 on the AURORA 2 corpus. In order to make training more efficient, constraint set propagation was applied in training the infinite structured discriminative model described in section 5.3.3. Efficiency comparison will also be made between the infinite models with and without constraint set propagation.

6.1.1 The AURORA 2 Corpus

The AURORA 2 corpus [137] is designed to evaluate the performance of speech recognition algorithms in various noisy conditions. AURORA 2 is based on the TIDigits database [111] with noise artificially added, and the vocabulary size is 12 (from “one” to “nine”, plus “zero”, “oh” and “silence”). In this database, 8 real-world noises are added to the utterances over a variety of signal to noise ratios (SNRs).

There are two types of training data in the AURORA 2 database. The first is the clean training data with 8840 utterances recorded from 55 male and 55 female adults. The second is the multi-condition training data with 8840 utterances, which are the clean training data corrupted using different noises and SNRs. The multi-condition training data are divided into 20 subsets with 422 utterances each, according to 4 noises (N1, N2, N3 and N4) and 5 SNRs (20dB, 15dB, 10dB, 5dB and the clean speech). These 4 noises are suburban train, babble, car and exhibition hall respectively.
6.1 Experiments on AURORA 2

For the test data in AURORA 2, 4004 utterances recorded from 52 male and 52 female speakers are divided into 4 subsets with 1001 utterances in each. There are 3 test sets called test set A, test set B and test set C, and they are comprised of these 4 subsets. Test set A consists of the 1st subset corrupted by 4 noises (N1, N2, N3 and N4) and 7 SNRs (20dB, 15dB, 10dB, 5dB, 0dB, -5dB and the clean speech). These 4 noises are the same as the noises in the multi-condition training data, namely suburban train, babble, car and exhibition hall. Test set B consists of the 2nd subset corrupted by 4 noises (N5, N6, N7 and N8) and 7 SNRs. These 4 noises are restaurant, street, airport and train station respectively. Test set C consists of the 3rd and 4th subsets. Each subset is corrupted with channel distortion by one type of noise and 7 SNRs. These noises (N9 and N10) are suburban train and street respectively. In this thesis, a subset of the test data is used. All the experiments are conducted with test sets having SNRs 20dB, 15dB, 10dB, 5dB and 0dB. Thus, the number of utterances in test set A, B and C are 20020, 20020 and 10010 respectively.

6.1.2 Experiments Setup

The baseline system used in the experiments is the vector Taylor series (VTS) compensated HMMs. The clean trained HMMs are trained on the clean data with 8840 utterances recorded from 55 male and 55 female adults. The feature vectors used by the HMMs have 39 dimensions. These features consist of 12 MFCCs appended with zeroth cepstrum, and delta and delta-delta coefficients are used. The HMMs are 16 emitting state whole word digit models, and the output distribution of each state is a GMM with 3 mixtures and diagonal covariance matrices. Because of the mismatch between the clean training data and the noise corrupted test data, the VTS model-based compensation [2] described in section 2.4.3 is applied. In the VTS compensation, the noise model parameters for each utterance are estimated based on the Maximum Likelihood (ML) noise estimation scheme [63, 115]. The word error rate (WER) of the clean trained HMMs and VTS-compensated HMMs is listed in Table 6.1.

In all the experiments (except the clean trained and VTS-compensated HMMs), a subset of the multi-condition training data is used. The training data contains 4 noises (N2, N3 and N4) and 3 SNRs (20dB, 15dB and 10dB). The test data is also a subset, which only contains the sets having SNRs 20dB, 15dB, 10dB, 5dB and 0dB.
### Table 6.1: The performance of the clean trained HMMs and the VTS-compensated HMMs on the AURORA 2 corpus.

<table>
<thead>
<tr>
<th>System</th>
<th>Test Set WER(%)</th>
<th>Avg (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>clean HMM</td>
<td>43.90</td>
<td>46.60</td>
</tr>
<tr>
<td>VTS-HMM</td>
<td>9.84</td>
<td>9.11</td>
</tr>
</tbody>
</table>

#### 6.1.3 The Infinite GMM

In this subsection, some preliminary experiments with the infinite GMMs (iGMMs), which were introduced in section 4.3.4, will be discussed. The iGMMs can be used as classifiers in an acoustic code-breaking fashion (discussed in section 3.1.3), where utterances are segmented into segments, and each segment is treated independently and classified separately. The iGMM cannot be directly applied to the temporal sequence data (even for segments). In to handle the dynamic aspect of the data, the features (or scores) based on generative models were used. By using this type of features, the noise robust technologies used by the generative models can also be employed in generating the features. In this work, these features are log-likelihood features generated by the VTS compensated HMM system, which was discussed in section 2.4.3 and has the same configuration as [63]. This type of features was discussed in detail in section 3.5.2.1.

Given the segmentation (from the VTS compensated HMM system), the utterance $O$ can described as $O = \{O_{(1)}, \cdots, O_{(I)}\}$, where $I$ is the number of segments, and each segment $O_{(i)}$ is one word (or silence). As defined in (3.69), the log-likelihood features for segment $O_{(i)}$ can be expressed as follows:

$$
\varphi(O_{(i)}) = \begin{bmatrix}
\log p(O_{(i)}|v_1) \\
\vdots \\
\log p(O_{(i)}|v_L)
\end{bmatrix}
$$

(6.1)

where $\{v_1, \cdots, v_L\}$ are the whole vocabularies with size $L$, and $p(O_{(i)}|v_l)$ is the likelihood for segment $O_{(i)}$ associated with word $v_l$. Based on the log likelihood features, the features
used by the iGMM are normalised, which are the “log-posterior” features:

\[ x_i = \varphi'(O_{(i)}) = \log \frac{\exp(a\varphi(O_{(i)}))}{\text{sum}(\exp(a\varphi(O_{(i)})))} \] (6.2)

where \( \exp(\cdot) \) is the element-wise exponential function performed to all elements of the vector, and \( \text{sum}(A) \) denotes the summation of elements in \( A \). The “acoustic deweighting” factor \( a \) is empirically chosen as 0.1 in this work.

The iGMM is a generative model, in classification the posterior distribution of the class label (word), which can be derived according to Bayes’ rule, is used:

\[ \hat{w} = \arg \max_w P(w|x, D_w) = \arg \max_w P(w)p(x|D_w) \] (6.3)

where \( w \) is the word to be estimated and \( w \in \{v_1, \ldots, v_L\} \). \( P(w) \) is the prior of the word (language model), which is considered as a uniform distribution for all digits in this work, namely \( P(w) = 1/L \). \( p(x|D_w) \) is the the likelihood given by the iGMM associated with word \( w \). In this likelihood, all model parameters \( G_w \) are marginalised out. Since the marginalisation is intractable for the infinite GMM, the integral (over model parameters) is approximated by summing over \( K \) samples:

\[ p(x|D_w) = \int p(x|G_w)p(G_w|D_w)dG_w \approx \frac{1}{K} \sum_{k=1}^K p(x|G_w^{(k)}) \] (6.4)

where \( G_w^{(k)} \sim p(G_w|D_w) \), and \( p(G_w|D_w) \) is the joint posterior distribution of the model parameters for the iGMM. Since this joint posterior distribution is highly complicated, here Gibbs sampling is used to sample these parameters [131, 149]. In classification, similar to the infinite log-linear model discussed in section 5.3.1.1, only represented components (which are the Gaussian components that have associated data) are considered. Thus, the likelihood \( p(x|G_w^{(k)}) \) is given by a GMM and \( G_w^{(k)} \) are the corresponding model parameters.

By substituting the likelihood (6.4) and \( P(w) = 1/L \) into equation (6.3), classification with iGMM can be expressed as follows:

\[ \hat{w} \approx \arg \max_w \frac{1}{K} \sum_{k=1}^K p(x|G_w^{(k)}) \] (6.5)

\(^1\) In order to simplify the notation, the feature vector for an segment is denoted as \( x \) here.
6.1.3.1 Convergence and Correlation

In inference (Gibbs sampling) of the iGMM, the samples $\{G^{(k)}_w, \ldots, G^{(K)}_w\}$ are aimed to be drawn from the true posterior distribution of the parameters $p(G_w|D_w)$ and they are not correlated to each other. However, neither of these is true [190]. In Gibbs sampling, it takes a long time to converge and consecutive samples are positively correlated with each other. Thus, before using these samples, convergence of the Markov chain\(^4\) need to be detected. After converging, only part of the samples are used to reduce the correlation among samples\(^5\).

In order to detect whether the sampler is converged, a number of formal tests, such as the Geweke test [71], can be used. In the test, after removing the samples drawn from the burn-in period\(^6\), two sets of samples can be obtained from the remaining samples, i.e. the first 10\% and the last 50\% of the samples. If the sampler converges, the means of these two sets should be equal. Empirically, this formal test is too strict and rarely can be satisfied, hence the log-likelihood is used to diagnose convergence. Figure 6.1 illustrates the log-likelihood given by the iGMM in different iterations of Gibbs sampling. According the

\(^4\)Gibbs sampling is one form of the MCMC methods, which are a class of algorithms for sampling from a probability distribution based on a Markov chain whose equilibrium distribution is the desired distribution.

\(^5\)In order to reduce computation, fewer number of independent samples are preferred, rather than a large amount of correlated ones.

\(^6\)In the burn-in period, the sampler is not converged, and the samples drawn during this period bias to the starting point.
The first 3000 samples can be considered as in the burn-in period and they will be discarded.

The adjacent samples from Gibbs sampler are positively correlated [190], and independent samples are preferred. In order to reducing the correlation among samples, only a part of the samples are used by storing every $i$th sample ($i \geq 1$) and discarding the others. This process is also known as thinning. The effective sample size gives an estimate of the equivalent number of independent data from the correlated samples, and it can be expressed as follows [123]:

$$N_e = N \frac{1 - r_1}{1 + r_1}$$  \hspace{1cm} (6.6)

where $N_e$ is the effective sample size, $N$ the size (number) of correlated samples, and $r_1$ is the first order autocorrelation coefficient. The ratio $\frac{1 - r_1}{1 + r_1}$ is a scaling factor multiplied by the original sample size to compute the effective sample size [123]. The autocorrelation coefficient $r_1$ is defined as follows:

$$r_1 = \frac{\sum_{n=1}^{N-1} (\theta_n - \bar{\theta})(\theta_{n+1} - \bar{\theta})}{\sum_{n=1}^{N}(\theta_n - \bar{\theta})^2}$$  \hspace{1cm} (6.7)

where $\theta_n$ is one sampled parameter, such as the number of represented components for the iGMM. $\bar{\theta} = \frac{1}{N} \sum_{n=1}^{N} \theta_n$ is the mean. In the convergence test, for example, if $r_1 = 0.974$, then the scaling factor is 0.013, and these samples can be thinned by storing every 77th sample ($\frac{1}{0.013} \approx 77$). On the AURORA 2 corpus, empirically, every 100th sample is stored in the thinning process.
6.1.3.2 Preliminary Experiments

Given the sampled parameters, the iGMM can be viewed as a “gigantic” GMM which consists of $K$ GMMs as described at the right hand side of expression (6.4). This allows standard adaptation approaches (discussed in section 2.4) to be applied to the iGMM. In this work, global CMLLR\textsuperscript{1} [55] was used. As discussed in section 2.4.2.2, CMLLR can be operated in the form of transforming the input features. Thus, the sampling process for iGMM does not need to be changed, but using the transformed features.

In experiments, both adaptation and adaptive training (discussed in section 2.4.4) were implemented, and diagonal covariance matrices were used for the iGMM. The performances of the iGMM with and without adaption are tabulated in the second block of Table 6.2. In this block, the first row gives results for the iGMM without adaptation; For the second row, adaptation was applied to the test data, where the CMLLR transform was estimated for each noise condition and signal-to-noise ratio (SNR) separately; The third row uses both adaptation and adaptive training. In this work unsupervised adaptation was used. The labels of the test data were estimated by the baseline system, which is the VTS compensated HMM system [63], and the performance of this baseline is given in the first block of Table 6.2.

In all configurations, the iGMM has poor performance. Although by using adaptation and adaptive training, the word error rate (WER) can be reduced, the performance is still bad compared with the baseline VTS-HMM system. The iGMM is a generative model, and might be limited for a classification task using generative features. As reported in [63, 208], by using discriminative models based on the generative features, such as the log-likelihood features used by the iGMM, considerable performance gains can be achieved compared with the baseline VTS-HMM system. This motivates the application of discriminative models, which directly models the conditional distribution of the class given the input.

6.1.4 The Unstructured Discriminative Models

The previous subsection discussed the application of the iGMMs (generative models) to the AURORA 2 corpus. The iGMMs were used in an acoustic code-breaking fashion, where utterances are segmented into segments, and each segment is treated independently and clas-

\textsuperscript{1} It is not possible to use standard regression classes, as the component number and parameters are not fixed. However, it is possible to use class-specific transforms.
Table 6.3: The performance of the unstructured discriminative models on the AURORA 2 corpus. The LLM with large margin training can be interpreted as a multi-class SVM. For the iLLM, large margin training is applied to each expert. This is an approximate approach. * indicates approximations are made in Gibbs sampling, and "Large Margin*" denotes sampling for each expert is replaced by large margin training.

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Features</th>
<th>Test Set WER (%)</th>
<th>Avg (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>VTS-HMM</td>
<td>ML</td>
<td>MFCC</td>
<td>9.84</td>
<td>9.11</td>
</tr>
<tr>
<td>LLM iLLM</td>
<td>Large Margin</td>
<td>Log-like</td>
<td>8.29</td>
<td>7.90</td>
</tr>
<tr>
<td></td>
<td>Large Margin*</td>
<td></td>
<td>8.25</td>
<td>7.87</td>
</tr>
<tr>
<td>LLM iLLM</td>
<td>Large Margin</td>
<td>Derivative</td>
<td>8.28</td>
<td>7.85</td>
</tr>
<tr>
<td></td>
<td>Large Margin*</td>
<td></td>
<td>8.05</td>
<td>7.81</td>
</tr>
</tbody>
</table>

For a classification task, discriminative models might be preferred [132]. Alternative to generative models, unstructured discriminative models will be examined in this subsection. For unstructured discriminative models, the structure of the label is not considered. Thus, classification of the whole sentence is impractical. Analogous to the iGMM discussed in the previous subsection, unstructured discriminative models can be implemented in an acoustic code-breaking fashion. Also, the segmentations are the most likely segmentations given by the VTS compensated HMM system.

In addition to the log-likelihood features, the derivative features described in section 3.5.2.1 were also used by the unstructured discriminative models. To keep training with derivative features feasible, only the first element of the derivative with respect to each mean were used. In this thesis, the unstructured discriminative models examined are the (unstructured) log-linear model\(^1\) (LLM) discussed in section 3.1.1 and the infinite log-linear model\(^2\) (iLLM) discussed in section 5.3. Large margin training of the (unstructured) log-linear model was studied, which can be interpreted as a multi-class SVM as discussed in section 3.1.2.1. For the iLLM, each expert of the infinite model were trained with large margin criterion as discussed in section 5.3.3. The results of these unstructured discriminative models are given in Table 6.3. In this table, for the iLMM, * indicates approximations are

---

\(^1\) It is also known as multinomial logistic regression.

\(^2\) In this subsection, only unstructured models are considered, hence each expert (log-linear model) of the infinite model is multinomial logistic regress discussed in section 3.1.1.
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made in Gibbs sampling, and “Large Margin” denotes sampling for each expert is replaced
by large margin training as discussed in section 5.3.3. For the iLLM, the class posterior dis-
tribution used in classification can be described in a same form as the infinite structured
model (5.28):

\[ P(w|O, D) \approx \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(w|O, \eta_z^{(k)}) P(z|O, \pi^{(k)}, \Theta^{(k)}) \]  \hspace{1cm} (6.8)

where the probability \( P(w|O, \eta_z^{(k)}) \) is given by the unstructured log-linear model (multi-
nomial logistic regression) discussed in section 3.1.1, and \( P(z|O, \pi^{(k)}, \Theta^{(k)}) \) is the com-
ponent posterior distribution (5.21) given by the gating network. \( K \) is the number of samples
used in classification, and \( M_k \) is the number of represented experts for the \( k \)th draw. In
experiments, the number of samples \( K \) is 10.

As shown in Table 6.3, all discriminative models outperform the VTS compensated
HMM baseline system. On the log-likelihood feature space and derivative feature space,
the iLLMs have better performance than the LLMs. One possible reason for this gain is
that the iLLM explores the distribution of the training data and infers the number of ex-
erts, then applies different experts focus on different regions of the feature space to make
an ensemble decision, rather than using a single classifier on the whole feature space. An-
other reason might be the iLLM employs multiple experts to yield an overall non-linear
decision boundary, rather than a linear one from the LLM. By using derivative features,
more information, such as long-span dependences of observations [48], is provided, better
performance can be achieved compared with using log-likelihood features.

For the iLLM, each expert was trained with the large margin training criterion, and the
training criterion is the one for the multi-class SVM\(^4\) as described in expression (3.25). Di-
ferent experts of the iLLM share the same \( C \) (which is a trade-off between the regularisation
term and the hinge loss), and in this work the optimal \( C \) was tuned on the test set A. Figure
6.2 illustrates the WER of the iLLM on different feature spaces with various \( C \). Since
the parameter of each expert is given a Gaussian prior with non-zero mean \( \mu_\eta \) (which is
optimal parameter of the multi-class SVM trained with all training data), the iLLM only
achieves the baseline performance of the multi-class SVM when the \( C \) is small, and the op-
timised configuration can be obtained by gradually increasing \( C \). Thus, by introducing this

\(^4\) Again, large margin training of the unstructured log-linear model (multinomial logistic regression) can
be interpreted as a multi-class SVM as discussed in section 3.1.2.2.
non-zero mean $\mu_{\eta}$, the iLLM can at least achieve the performance of the multi-class SVM. Without this mean $\mu_{\eta}$, the iLLM could have poor performance, as not all the experts have enough associated data.

In experiments, when comparing the performance of different algorithms, the variability and uncertainty of the algorithms need to be considered. For example, two algorithms have the same true error rate. They may give different error rate on a test set due to variability. In this thesis, the algorithms were tested on different corpora, and consistent gains have been observed, which will be shown in the following sections. More formally, a statistical hypothesis test, such as the McNemar’s test or the matched-pairs test [73, 122], can be used to verify whether the performance difference of the algorithms is statistically significant. In statistical hypothesis testing, statistical significance is attained when the $p$-value is less than the significance level. The results are said to be statistically significant at given confidence level, when the computed confidence interval fails to contain the value specified by the null hypothesis [194].

---

1 The $p$-value is the probability of obtaining at least as extreme results given that the null hypothesis is true, and it measures how extreme the observation is.

2 The significance level is the probability of rejecting the null hypothesis given that it is true.
6.1.5 The Structured Discriminative Models

In the previous subsections, classification with the unstructured models are examined on the AURORA 2 corpus. In speech recognition, inputs are sequential data and class labels are sentences. In order to classify the whole utterance, the label structure needs to be considered. In the structured model, rather than treating each sentence as a single class, sentences can be broken into word (or sub-word) units. This section will discuss the performance of various structured discriminative models on the AURORA 2 corpus. The practical issues of large margin training the infinite structured discriminative model described in section 5.3.3 will also be discussed.

6.1.5.1 Constraint Set Propagation

As discussed in section 5.3.3, for the infinite log-linear model (iLLM), large margin training is applied to each expert which is a log-linear model. The training criterion for each expert is equivalent to the large margin criterion for a structured SVM. Thus, the efficient training approaches, such as the 1-slack cutting plane algorithm [96], for structured SVMs can also be applied when it comes to the iLLM (with large margin training of each expert). By using the 1-slack cutting plane algorithm, the number of constraints becomes much fewer [96], training thus becomes more efficient. The 1-slack cutting plane algorithm for the \( m \)th expert is detailed in Algorithm 4. In this algorithm, the process of finding the best competing hypotheses described in equation (6.11) can be paralleled.

As described in the 1-slack cutting plan algorithm (Algorithm 4), initially the constraint set is empty. Rather than starting from an empty set, this initial constraint set can be generated or be modified from the constraint set in the last iteration of optimising that expert’s parameter, and the detail is described in Algorithm 5.

In the 1-slack cutting plane algorithm, each iteration of solving the quadratic problem (6.9), the inequality constraints in (6.10) are applied. For the inequalities, each sum is treated as a whole. Thus, the form of the constraint set described in (6.12) can be expressed as:

\[
\mathbb{W} \leftarrow \mathbb{W} \cup \{ V; s \}
\]  

(6.13)

\(^{1}\) The prior of the expert’s parameter with zero mean is discussed here. The non-zero mean \( \mu_{n} \) will lead to a similar form [210].
Algorithm 4: The 1-slack cutting plane algorithm

input: \( \{O_n, W_n, \rho_n\}_{\forall z_n = m}, C \) and precision \( \epsilon \);
Initialisation: \( W \leftarrow \emptyset \)

repeat

\[ \begin{align*}
\{ \eta_m, \xi \} & \leftarrow \arg \min_{\eta_m, \xi \geq 0} \frac{1}{2} \| \eta_m \|^2 + C \xi \\
\text{s.t. } & \forall \text{ elements in } W: \quad \eta_m^T \sum_{z_n = m} \Delta \Phi_n \geq \sum_{z_n = m} \mathcal{L}(W, W_n) - \xi
\end{align*} \]  
(6.9)

where \( \Delta \Phi_n = \Phi(O_n, W_n; \rho_n) - \Phi(O_n, W; \rho) \)

for \( \forall z_n = m \) do /* find the best competing hypotheses */

\[ \begin{align*}
W^*_n, \rho^*_n & \leftarrow \arg \max_{W, \rho} \{ \mathcal{L}(W, W_n) + \eta_m^T \Phi(O, W; \rho) \}
\end{align*} \]  
(6.11)

end

\[ W \leftarrow W \cup \{ W^*_n, \rho^*_n \}_{\forall z_n = m} \]  
(6.12)

until /* no constraint can be found that is violated more than \( \epsilon \) */

\( \forall \text{ elements in } W: \quad \sum_{z_n = m} \mathcal{L}(W, W_n) - \eta_m^T \sum_{z_n = m} \Delta \Phi_n \leq \xi + \epsilon; \)

return: \( \eta_m \)

In this constraint set definition (6.13), \( V = \sum_{z_n = m} (\Phi(O_n, W_n; \rho_n) - \Phi(O_n, W^*_n; \rho^*_n)) \) is a vector, and \( s = \sum_{z_n = m} \mathcal{L}(W^*_n, W_n) \) is a scalar. \( W^*_n \) and \( \rho^*_n \) are the best competing hypothesis and corresponding segmentation obtained according to (6.11) by given the current value of \( \eta_m \). Thus, once the values of \( \eta_m \) in different iterations of the cutting plane algorithm are given, the constraint set \( W \) can be determined. Thus, in order to generate set \( W \), a set \( G \) can be defined, which consists of the values of \( \eta_m \) in different iterations of the cutting plane algorithm (Algorithm 4). The set \( G \) can be obtained along with set \( W \), then expression (6.12), which defines \( W \), can be written as:

\[ \begin{align*}
W & \leftarrow W \cup \{ V, s \} ; \quad G \leftarrow G \cup \eta_m
\end{align*} \]  
(6.14)

For the iLLM (with large margin training of each expert), the current constraint set \( W \) cannot be directly used as the initial constraint set in the next iteration of training the expert, given that the assignment of the data to experts might be changed, namely the training data associate with one expert might be different. Although the initial constraint set can be generated according to (6.11) and (6.13) given \( G \), when the number of training data is large, this constraint set generalisation approach becomes quite inefficient. Thus, a more elegant
CHAPTER 6. EXPERIMENTS

Algorithm 5: Modify the constraint set

\begin{algorithm}
\textbf{input:} $\mathcal{N}_m^{(k)} = \{V_j, s_j\}_{j=1}^J$, $\mathcal{A}_m^{(k)}$, $\mathcal{B}_m^{(k)}$, and $\mathcal{W}_m^{(k)} = \emptyset$.
\\for $\mathcal{N}_j \in \mathcal{G}_m^{(k)}$ do
\\for $n \in \mathcal{A}_m^{(k)}$ do \texttt{/* remove data from constraints */}
\hspace{1em} $W_{j,n}^*, \rho_{j,n}^* \leftarrow \arg \max_{W, \rho} \{ \mathcal{L}(W, \rho) + \eta_j^T \Phi(O_n, W; \rho) \}$
\hspace{1em} $V_j = V_j - (\Phi(O_n, W_n; \rho_n) - \Phi(O_n, W_{j,n}^*; \rho_{j,n}^*))$
\hspace{1em} $s_j = s_j - \mathcal{L}(W_{j,n}^*, \rho_{j,n}^*)$
\\endfor
\\for $n \in \mathcal{B}_m^{(k)}$ do \texttt{/* add data to constraints */}
\hspace{1em} $W_{j,n}^*, \rho_{j,n}^* \leftarrow \arg \max_{W, \rho} \{ \mathcal{L}(W, \rho) + \eta_j^T \Phi(O_n, W; \rho) \}$
\hspace{1em} $V_j = V_j + (\Phi(O_n, W_n; \rho_n) - \Phi(O_n, W_{j,n}^*; \rho_{j,n}^*))$
\hspace{1em} $s_j = s_j + \mathcal{L}(W_{j,n}^*, \rho_{j,n}^*)$
\\endfor
\hspace{1em} $\mathcal{W}_m^{(k+1)} \leftarrow \mathcal{W}_m^{(k+1)} \cup \{V_j, s_j\}$
\\endfor
\hspace{1em} return: $\mathcal{W}_m^{(k+1)}$
\end{algorithm}

and efficient constraint set modification method is applied to obtain the initial constraint set in this work.

Let $\mathcal{A}_m^{(k)}$ be the index of the data associated with the $m$th expert and to be allocated to other experts in the next iteration of training this expert, and $\mathcal{B}_m^{(k)}$ the index of the data associated with other experts and to be assigned to the $m$th expert in the next iteration. Given the current constraint set $\mathcal{W}_m^{(k)} = \{V_j, s_j\}_{j=1}^J$, the corresponding parameter set $\mathcal{G}_m^{(k)} = \{\eta_j\}_{j=1}^J$, and index sets $\mathcal{A}_m^{(k)}$ and $\mathcal{B}_m^{(k)}$, the initial constraint set $\mathcal{W}_m^{(k+1)}$ in the next iteration of training the $m$th expert can be obtained according to Algorithm 5.

In Algorithm 5, the best competing hypothesis $W_{j,n}^*$ and the corresponding segmentation $\rho_{j,n}^*$ can be found through Viterbi algorithm \[210\]. Let $|\mathcal{A}_m^{(k)}|$ be the number of items in set $\mathcal{A}_m^{(k)}$, and $|\mathcal{B}_m^{(k)}|$ the number of items in set $\mathcal{B}_m^{(k)}$. In order to obtain one constraint for every expert, $\sum_m (|\mathcal{A}_m^{(k)}| + |\mathcal{B}_m^{(k)}|)$ calls of the Viterbi algorithm are required to find the best competing hypotheses. Let $N_c^{(k)}$ denote the number of indicators whose sampled values are changed, since the change for one indicator affects the associated data of two experts, the number of calls for the Viterbi algorithm is twice the number of indicators whose sampled
### 6.1 Experiments on AURORA 2

<table>
<thead>
<tr>
<th>$C$</th>
<th>Time (hour) without</th>
<th>Time (hour) with</th>
<th>Avg. change of indicators</th>
<th>Avg. active constraint #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-06</td>
<td>1.68</td>
<td>1.45</td>
<td>1.66%</td>
<td>1.00</td>
</tr>
<tr>
<td>1e-05</td>
<td>2.31</td>
<td>1.47</td>
<td>1.67%</td>
<td>3.55</td>
</tr>
<tr>
<td>1e-04</td>
<td>5.81</td>
<td>1.58</td>
<td>1.70%</td>
<td>7.09</td>
</tr>
<tr>
<td>1e-03</td>
<td>14.48</td>
<td>3.26</td>
<td>1.67%</td>
<td>14.62</td>
</tr>
<tr>
<td>1e-02</td>
<td>&gt;24</td>
<td>7.83</td>
<td>1.69%</td>
<td>29.08</td>
</tr>
</tbody>
</table>

**Table 6.4:** Computational time of the iLLM (with large margin training of each expert) training with and without constraint set propagation on the AURORA 2 corpus.

values are changed, namely $\sum_m (|A^{(k)}_m| + |B^{(k)}_m|) = 2N_c^{(k)}$. However, for the constraint set generalisation approach, the Viterbi algorithm needs to be applied $N$ times, where $N$ is the number of the whole training data. Normally, $2N_c^{(k)}$ is far smaller than $N$, so the constraint set modification method is much more efficient than the generalisation approach.

Table 6.4 describes the efficiency of iLLM (with large margin training of each expert) training with and without constraint set propagation in 1000 Gibbs sampling iterations with various $C$ (having the same precision $\epsilon$ in the 1-slick cutting plane algorithm), and the constraint set modification approach described in Algorithm 5 was used.

Training of the iLLM can be divided into two parts: the gating network and the experts (LLMs). For different $C$, the time of training the gating network can be viewed as a constant, but the time of training the experts varies. When $C$ is small, this results in a small number of constraints, and training of experts is very fast. Thus, the time of training the iLLM is dominated by training of the gating network. Thus, when $C$ is small, the time of training the iLLM with and without constraint set propagation is similar as shown in Table 6.4. As $C$ grows, the training time increases, but the iLLM trained with constraint set propagation is much more efficient. The reason is that, for the iLLM training with constraint set propagation, rather than starting from an empty initial constraint set, the active constraint set [181] (that affects the solution) in the last iteration of training the expert is modified to be the current initial constraint set. The computational time of obtaining the initial constraint set is determined by both the number of active constrains and the number of the indicators whose values are changed. As shown in Table 6.4, for various $C$, the average ratio of the changed indicators to all training data is very small, i.e. around 1.7%. Thus, the
TABLE 6.5: The performance of different systems on the AURORA 2 corpus. “Bayesian” denotes Bayesian inference of the iLLM, where Gibbs sampling is used. “*” indicates approximations are made in Gibbs sampling. “CML*” means sampling for each expert is replaced by CML training, and “Large Margin*” denotes sampling for each expert is replaced by large margin training.

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Test Set WER(%)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>VTS-HMM</td>
<td>ML</td>
<td>9.83</td>
<td>9.11</td>
</tr>
<tr>
<td>LLM</td>
<td>CML</td>
<td>8.21</td>
<td>7.74</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>7.97</td>
<td>7.54</td>
</tr>
<tr>
<td>iLLM</td>
<td>Bayesian</td>
<td>8.19</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>CML*</td>
<td>8.22</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>Large Margin*</td>
<td>7.69</td>
<td>7.39</td>
</tr>
</tbody>
</table>

The time of obtaining the initial constraint set is mainly determined by the number of the active constrains.

As shown in Table 6.4, by using constraint set propagation, the system efficiency can be improved significantly, especially when $C$ is large. Since large margin training of the log-linear model (or structured SVM) is a convex optimisation problem, the final optimum will not be affected by the initial status. Thus, the performance of the systems with and without constraint set propagation should stay the same.

6.1.5.2 Experimental Results

In this subsection, the experimental results of the iLLMs discussed in section 5.3 will be presented, i.e. Bayesian inference of the iLLM, and two approximate approaches. In these two approximate methods, conditional maximum likelihood (CML) estimation and large margin training were used to replace sampling for each expert. The experimental results of these approaches are given in Table 6.5, in which the performance of the baseline parametric models are also given. In the top block are the baseline numbers: the VTS compensated HMM, and the single log-linear model (LLM) using the log-likelihood features from that HMM, trained probabilistically or with a large-margin criterion. The bottom block has infinite models. The row labelled “Bayesian” is Bayesian inference of the iLLM discussed
in section 5.3.1, where Gibbs sampling is used. This approach does not yield a significant improvement over CML on one expert: the additional nonlinearity does not help performance. The next two rows use approximations in Gibbs sampling. When each expert is trained with CML, this replaces the sampling from the expert parameters by finding the maximum posterior estimate given the other model parameters discussed in section 5.3.2. Though this is not exact, it is easier to implement. The results are similar. The bottom row shows the result of replacing Gibbs sampling with large-margin training for the expert parameters discussed in section 5.3.3. Training the mixture of experts this way compared to training a single expert yields a 0.23% absolute improvement in word error rate (WER).

As shown in Table 6.5, compared with the LLMs (with “CML” and “Large Margin” criteria), the overall performance gains for the iLLMs (with “CML*” and “Large Margin*” criteria) are limited, from 8.05% and 7.86% to 8.04% and 7.63%. The iLLM is a mixture-of-expert model, which employs multiple experts to yield a non-linear decision boundary in the classification task. For the iLLM, there could be unbounded number of experts, and a complicated decision boundary can be produced. Although the iLLM can take advantage of the non-linearity, the performance gains are still limited. One possible reason is the limitation of the gating network, which gives the probabilities of observations associated with different experts. In this work, the gating network is based on the iGMM (as described in sections 4.3.5 and 5.3). Figure 6.3 illustrates the change of the number of the represented experts in training. As shown in the figure, after around 400 iterations, the number of experts
becomes stable. The gating network might not be able to fully explore the space. Different forms of the gating network can be studied as a future work.

The classification errors can also be presented in the form of a confusion matrix, which characterises how often a presented word (or phone) was recognised or confused with response alternatives [127]. Table 6.6 shows the confusion matrix corresponding to the results of the iLLM (Large Margin*) on the test set A of the AURORA 2 corpus. The matrix element $C_{ij}$ denotes how often the word in row $i$ is classified as the word in column $j$. Thus, the diagonal elements show the number of correctly classified words, and the off-diagonal elements show the number of misclassifications, i.e. substitution (Sub), deletion (Del) and insertion (Ins) errors [162, 186]. As shown in Table 6.6, the iLLM tends to have high deletion errors, which are given in the last column. Thus, the high deletion errors limit the performance of the iLLM.

### 6.2 Experiments on AURORA 4

In the previous section, the experiments conducted on the AURORA 2 corpus were discussed. Since AURORA 2 is a small vocabulary noise corrupted continuous digit database, the unstructured models can be applied. Each utterance is segmented into words which are treated independently, then each isolated word can be recognised by using the unstructured
models. The performance of the structured models were also examined in the previous section, and the structured models outperform the unstructured models. Since AURORA 4 is a medium vocabulary continuous speech recognition task, isolated word recognition becomes impractical. Thus, only the results of structured discriminative models will be discussed in this section.

6.2.1 The AURORA 4 Corpus

AURORA 4 is a noise-corrupted medium vocabulary corpus. There are two types of training sets, namely the clean training set and the multi-condition training set. The clean set is the standard SI-84 WSJ0 set, which consists of 7138 utterances from 83 speakers and has 14 hours of speech. The multi-condition training set is artificially corrupted from the clean training set with different noise and channel conditions. The test set is based on the development set of 1992 November NIST evaluation, and it is artificially corrupted by using 6 types of noise under 2 channel conditions. The test set consists of 4 sets: A, B, C and D. Set A is clean, set B has 6 types of additive noise, set C has channel distortion, and set D has both additive noise and channel distortion.

6.2.2 Experiments Setup

For the VTS compensated HMM system, the 39-dimensional features are used, which consist of 12 MFCCs, appended with zeroth cepstrum, delta and delta delta coefficients. The HMMs are initially trained with the clean training data, and then compensated with VTS compensation [2]. The cross-word context-dependent triphone models are used, and each model has 3 emitting states. Decision tree based state clustering [202] is applied to define 3143 states, and each one has 16 Gaussian components.

In order to examine the performance of the log-linear models based on different systems, the tandem and hybrid systems are also used, and they are trained with the multi-condition training data. For the tandem system, context-dependent triphone HMMs with 3 emitting states are used, and there are 3033 distinct states (defined by decision tree based state clustering) with an average of 8 Gaussian components per state. The input features are 65 dimensions, and the features consists of the 26 dimensional MLP features and the 39
### Table 6.7: The performance of the LLMs based on the VTS-HMM, tandem and hybrid systems on the AURORA 4 corpus

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Test Set WER(%)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>VTS-HMM</td>
<td>ML</td>
<td>7.05</td>
<td>15.21</td>
</tr>
<tr>
<td>LLM</td>
<td>CML</td>
<td>7.16</td>
<td>14.86</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>7.55</td>
<td>14.22</td>
</tr>
<tr>
<td>Tandem LLM</td>
<td>MPE</td>
<td>7.15</td>
<td>11.06</td>
</tr>
<tr>
<td></td>
<td>CML</td>
<td>6.95</td>
<td>11.00</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>7.02</td>
<td>10.92</td>
</tr>
<tr>
<td>Hybrid LLM</td>
<td>MPE</td>
<td>3.96</td>
<td>7.64</td>
</tr>
<tr>
<td></td>
<td>CML</td>
<td>3.94</td>
<td>7.53</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>3.66</td>
<td>7.59</td>
</tr>
</tbody>
</table>

dimensional PLP features (including zeroth cepstrum, delta, delta-delta and triples coefficients followed by a HLDA projection [116]). For the hybrid system, there are 3033 context-dependent distinct states, and the features are 72-dimensional FBK+Δ+Δ² features\(^1\). The structure of the deep neural network (DNN) is 792 × 2000\(^5\) × 3033, and 11 consecutive frames are concatenated as the input of the DNN.

#### 6.2.3 The Structured Discriminative Models

In experiments, the joint features for the structured discriminative models are based on the log-likelihood features. As discussed in section 3.5, the form of the joint feature vector can be expressed as:

$$
\Phi(O, W, \rho) = \begin{bmatrix}
\sum_{i=1}^{I} \delta(w_i, v_1)\phi(O_{(i)}) \\
\vdots \\
\sum_{i=1}^{I} \delta(w_i, v_L)\phi(O_{(i)}) \\
\log (P(W))
\end{bmatrix}
$$

(6.15)

where \(O = \{O_{(1)}, \ldots, O_{(I)}\}\) is an utterance, \(W = \{w_1, \ldots, w_I\}\) is the sentence label and \(\rho\) is the corresponding segmentation. \(P(W)\) is the probability given by the language mod-

---

\(^1\) The FBK stands for the filter bank. The FBK features have 24 dimensions; \(\Delta\) and \(\Delta^2\) denote the delta and delta-delta coefficients.
### 6.2 Experiments on AURORA 4

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Test Set WER(%)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Tandem Hybrid</td>
<td>MPE</td>
<td>4.78</td>
<td>7.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.75</td>
<td>6.70</td>
</tr>
<tr>
<td>Joint</td>
<td>Manual</td>
<td>3.79</td>
<td>6.47</td>
</tr>
<tr>
<td>LLM</td>
<td>Manual</td>
<td>3.74</td>
<td>6.57</td>
</tr>
<tr>
<td></td>
<td>CML</td>
<td>3.66</td>
<td>6.56</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>3.64</td>
<td>6.56</td>
</tr>
</tbody>
</table>

**Table 6.8:** The performance of the log-linear models based on the joint decoding system on the AURORA 4 corpus

els. In this work, the tri-phone models for the generative models are tied to be mono-phones for the discriminative models. Thus, in the joint feature definition (6.15), \( \{v_1, \ldots, v_L\} \) are all the mono-phones in the vocabulary, and the log-likelihood features \( \varphi(O_{(i)}) \) are based on the tri-phone models as described in equation (3.70). In experiments the VTS-HMM, tandem and hybrid systems were used in the feature generation.

In training the log-linear models (LLM), the conditional maximum likelihood (CML) estimation (described in section 3.3.1) and large margin training (in section 3.2.5.1) were used. Table 6.7 gives the performance of different LLMs based on the VTS compensated HMM, tandem and hybrid systems. As shown in this table, training the log-linear model with conditional maximum likelihood results in a 0.1-0.3% absolute improvement. Using a large-margin criterion instead consistently improves performance further, 0.9% absolute for the VTS-HMM system, and around 0.1% absolute for the tandem and hybrid systems. Most notably, on the sequence-trained hybrid system the log-linear model improves from 12.05 to 11.76%.

#### 6.2.3.1 Based on Multiple Systems

In the previous subsection, the log-likelihood features are based on the likelihoods generated by the VTS-HMM, tandem or hybrid system. As discussed in section 3.5.2.2, the log-likelihood features can also be based on multiple systems. In this section, the features generated by both the tandem and hybrid systems will be examined. Then, in the joint
feature vector described in (6.15), the log-likelihood features $\varphi(O_{(i)})$ can be expressed as:

$$\varphi(O_{(i)}) = \begin{bmatrix} \log p_{\text{tandem}}(O_{(i)}|w_i) \\ \log p_{\text{hybrid}}(O_{(i)}|w_i) \end{bmatrix}$$  \hspace{1cm} (6.16)$$

where $w_i$ is the corresponding label of $O_{(i)}$. In this work, only the log-likelihoods associated with the correct label were used in the features based on multiple systems, and two systems were used in the feature generation, i.e. the tandem and hybrid systems.

The experimental results of the LLMs using the features based on the tandem and hybrid systems were tabulated in Table 6.8. Compared with the tandem and hybrid systems in Table 6.7, better baseline systems were used for the LLMs based on multiple systems as shown in Table 6.8, i.e. 12.25% and 11.24% WER for the tandem and hybrid systems respectively. The performance gains are mainly due to the use of 40 dimensional FBK rather than 24 dimensional FBK features for the hybrid system, and the use of bottleneck features based on the FBK rather than on the PLP features for the tandem system [199]. The system frame-
6.2 Experiments on AURORA 4

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Test Set WER(%)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>VTS-HMM</td>
<td>ML</td>
<td>7.05</td>
<td>15.21</td>
</tr>
<tr>
<td>LLM</td>
<td>CML</td>
<td>7.16</td>
<td>14.86</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>7.55</td>
<td>14.22</td>
</tr>
<tr>
<td>iLLM</td>
<td>Bayesian</td>
<td>7.2</td>
<td>14.85</td>
</tr>
<tr>
<td></td>
<td>CML*</td>
<td>7.16</td>
<td>14.85</td>
</tr>
<tr>
<td></td>
<td>Large Margin*</td>
<td>7.55</td>
<td>14.17</td>
</tr>
</tbody>
</table>

Table 6.10: The performance of the iLLMs on the AURORA 4 corpus. “Bayesian” denotes Bayesian inference of the iLLM, where Gibbs sampling is used. “*” indicates approximations are made in Gibbs sampling. “CML*” means sampling for each expert is replaced by CML training, and ”Large Margin*” denotes sampling for each expert is replaced by large margin training.

work is illustrated in Figure 6.4. The baseline joint decoding system used in this thesis has the state-of-the-art performance. A comparison between the published results is given in Table 6.9.

In Table 6.8, “Joint” denotes the joint decoding system introduced in section 2.2, where the log-likelihoods are combined at frame level as described in equation (2.10). In experiments, the system combination weights were manually set to be 0.2 and 1.0 (corresponding to the tandem and hybrid systems respectively). By using joint decoding, 0.2% performance gains can be achieved compared with the baseline hybrid system. For the LLM, the segment level log-likelihoods were used. In the manual setting the weights corresponding to the tandem and hybrid systems were set to be 0.2 and 1.0 respectively. The LLM (with the manual setting) can achieve around 0.1% WER reduction compared with joint decoding. By using CML estimation, the WER can be further reduced, i.e. 10.94% on average. Most notably, by using large margin training, the WER can be reduced from 11.04% to 10.79%.

6.2.4 The Infinite Structured Discriminative Models

In this subsection, the experimental results of the infinite structured discriminative models will be discussed. Same as those on the AURORA 2 corpus, Bayesian inference of the infinite log-linear model (iLLM) discussed in section 5.3.1 and two approximate approaches will be
exchanged. For these approximate methods, sampling of the each expert’s parameters were
replaced by CML estimation or large margin training, as described in sections 5.3.2 and 5.3.3.
The experimental results are given in Table 6.10, in which the performance of the baseline
parametric models are also given. This table shows the same set of experiments carried on
the AURORA 2 corpus. The results are similar. There is no discernible difference between
methods that train a probabilistic criterion, whether Bayesian or CML. However, the large
margin criterion shows a good improvement, and optimising a large margin criterion inside
an infinite mixture of experts yields a small additional improvement.

## 6.3 Experiments on Babel

In the previous sections, the experiments conducted on the AURORA 2 and AURORA 4 cor-
pora have been discussed. For these two corpora, the noises are artificially added, and the
language used is English. In this section the experiments carried on the Babel corpora will
be discussed. In this work, two types of Babel data were used, i.e. the very limited language
pack (VLLP) and the full language pack (FLP), which contain up to 3 hours and 60 hours
of transcribed conversational telephone speech data respectively. Four different languages
were used in experiments, i.e. Swahili, Tok Pisin, Lithuanian and Javanese. The official re-
leases of these languages are given in Table 6.11. All the baseline systems (including hybrid
and tandem systems) are built by the Cambridge speech group in the Babel program. These
baseline systems were used in Babel evaluation, and have the state-of-the-art performance
[36, 124].

<table>
<thead>
<tr>
<th>Language</th>
<th>ID</th>
<th>Release</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swahili</td>
<td>202</td>
<td>IARPA-babel202b-v1.0d</td>
</tr>
<tr>
<td>Tok Pisin</td>
<td>207</td>
<td>IARPA-babel207b-v1.0b</td>
</tr>
<tr>
<td>Lithuanian</td>
<td>304</td>
<td>IARPA-babel304b-v1.0b</td>
</tr>
<tr>
<td>Javanese</td>
<td>402</td>
<td>IARPA-babel402b-v1.0b</td>
</tr>
</tbody>
</table>

Table 6.11: The Babel languages used in this thesis.
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**Figure 6.5: The system framework used for the Babel corpora.**

6.3.1 Experiments Setup

According to the rules of the Babel program, no phonetic lexica may be used. Therefore the systems used graphemic lexica generated using an approach which is applicable to all Unicode characters [59]. The language models were estimated only on the transcripts of the training data. The front-end is an MRASTA based neural network [182], which is initially trained with the data from 11 Babel full language packs, generating 62 dimensional bottleneck features. The input features contain the bottleneck features, 13 PLP coefficients with dynamics of orders 1, 2, and 3, and pitch and probability-of-voicing features (estimated with the Kaldi toolkit [142]) with dynamic coefficients of orders 1 and 2. Two sets of acoustic models are constructed. One is a speaker independent (SI) model, which is based on the tandem features. The other is estimated using speaker adaptive training (SAT) [5]. SAT is performed using global constrained maximum-likelihood linear regression (CMLLR) [55] on the maximum-likelihood trained models, followed by MPE. During training, the supervision for CMLLR is the reference. During testing, the SI model with a tri-gram language model is used to produce hypotheses. The resulting CMLLR transforms are used to obtain speaker-normalised features, which are then input to the Tandem-SAT model. The number of context-dependent states is 1000; each state has an average of 16 components.

As illustrated in Figure 6.5, the stacked hybrid system use the same features as the tandem system, derived from the CMLLR transforms generated by the tandem SAT system. The input to the hybrid DNN is a concatenation of 9 consecutive feature vectors. The network has layer sizes of $963 \times 1000^4 \times 1000$ and is initialised by layer-wise pre-training with
context-independent targets. Finetuning is done using the frame-level cross-entropy criterion with context-dependent targets. The number of context-dependent states is the same as in the tandem system. Then, sequence training using the MPE criterion is applied for further improvement. As a comparison, a joint decoding system [191], which applies log-linear combination of the tandem and hybrid systems at the frame level, is used. The frame-level log-likelihoods from the tandem system are multiplied by 0.25, and those from the hybrid system by 1. They are then added at the frame level and used instead of the normal HMM log-likelihoods, as described in (2.10).

### 6.3.2 The Structured Discriminative Models

In experiments, similar to the LLMs used on the AURORA 4 corpus, features based on log-likelihoods were used. For the experiments on the Babel corpora, graphemes are used rather than phones. The joint features have the same format as those discussed in section 3.5.2, which also applies to graphemes. Same as the experiments on AURORA 4, the graphemes with context information are used for the generative models, and they are tied to be the central graphemes for the discriminative models, namely for the joint features as described in (6.15), central graphemes \( v_l \) are used, but the likelihoods are based on the graphemes with context information.

Table 6.12 gives the results of LLMs on different languages of Babel VLLP corpora. The first block (4 rows) examine the effect of speaker-dependent transformations of the acoustic features for a hybrid system on the performance of the LLM. The first two rows give results
of the speaker-independent system. The LLM improves performance by 0.6% absolute. The third and fourth lines have the same contrast, but based on a speaker-dependent HMM. The increase of performance from the LLM is also 0.6%. Speaker-dependent transformations therefore do not appear to decrease the usefulness of the features derived from the HMM. The rest of the table examines how performance improvement varies for different languages. For Tok Pisin, the improvement is 0.2, and for Lithuanian 0.3. Though the performance increase does vary with languages, there is consistently an increase.

Results of experiments with combining tandem and hybrid systems on Babel-202 Swahili VLLP are in Table 6.13. The top block repeats the tandem and hybrid HMM baselines. The next block shows the performance of the joint decoding system [191], which performs frame-level combination. The weights are fixed to 0.25 for the tandem system and 1 for the hybrid. The next line shows the result of the LLM that uses the same manual configuration (0.25 and 1 for the tandem and hybrid systems respectively). On the development set, performance improves by 0.5% compared to the joint system, probably caused by the difference in the assignment of the underlying HMM states to time frames. Firstly, the likelihoods are used, so the sum over all paths instead of the one best path is used, and secondly, those paths can be different between the tandem and hybrid systems, allowing a more optimal alignment for both. When the parameters of the log-linear model are trained, for the bottom line of Table 5, performance increases further by 1%. The absolute improvement over the joint system is 1.5%. When applying the LLMs with the same configurations to the evaluation set, the same trend can be observed. The LLM with manual setting outperforms joint decoding.
and 0.4% performance gain can be achieved. When the LLM are trained with large margin criterion, further gain can be obtained, with 1.1% absolute token error rate (TER) reduction.

Same set of experiments were also carried on the Babel_402 Javanese FLP corpus, which contains 46 hours' speech data. As tabulated in Table 6.14, the performance of the LLM is consistent with that on the Babel_202 Swahili VLLP corpus. The LLM with the manual setting slightly outperforms joint decoding, with 0.1% TER reduction. By applying large margin training to the LLM, the TER can be further decreased by 0.8%.

Table 6.14: The results on the Babel_402 Javanese FLP corpus (46 hours). For the manual setting, the weights corresponding to the hybrid log-likelihoods are set to 1, and the weights corresponding to the tandem log-likelihoods are set to 0.25.

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>dev set TER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tandem SAT</td>
<td>MPE</td>
<td>60.8</td>
</tr>
<tr>
<td>Hybrid SAT</td>
<td></td>
<td>60.0</td>
</tr>
<tr>
<td>Joint Decoder</td>
<td>Manual</td>
<td>58.6</td>
</tr>
<tr>
<td>LLM</td>
<td>Manual</td>
<td>58.5</td>
</tr>
<tr>
<td></td>
<td>Large Margin</td>
<td>57.7</td>
</tr>
</tbody>
</table>

In order to ensure efficient training, in this work, all training data (numerator and denominator lattices) are loaded in the memory. When applying FLP data to LLMs, this might be a problem. As shown in Table 6.15, if all data are loaded, the memory use is 230 GB. By using a subset of the training data, training would be more practical. Table 6.15 gives the results of the LLMs with various amount of training data. These subset are randomly sampled from the whole training data, and equal amount of data are sampled for each speaker. The second block of Table 6.15 gives the performance of the LLM trained with various amount of data. As the increase of the amount of training data, the token error rate (TER) reduces. When the data amount increases to around 2 hours (with memory use around 11 GB), the TER cannot be further lowered. Training with more data, the performance of the LLM stays the same (with TER 57.7%). Thus, when the amount of training data is large, a subset can be used in training. As shown in this table, with relatively small amount of data, the LLM also yield performance gains. This motives the application of LLMs to adaptation, which would be one option for the future work.
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<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Data Hours</th>
<th>Mem Use (GB)</th>
<th>Test Set TER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Decoder LLM</td>
<td>Manual Large Margin</td>
<td>46.8</td>
<td>—</td>
<td>58.6</td>
</tr>
<tr>
<td>Joint Decoder LLM</td>
<td>Manual Large Margin</td>
<td>46.8</td>
<td>230.0</td>
<td>57.7</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>4.52</td>
<td>22.69</td>
<td>57.7</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>2.26</td>
<td>11.23</td>
<td>57.7</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>1.49</td>
<td>8.14</td>
<td>58.2</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>1.13</td>
<td>5.6</td>
<td>58.2</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>0.68</td>
<td>3.5</td>
<td>58.5</td>
</tr>
<tr>
<td>LLM</td>
<td>Large Margin</td>
<td>0.23</td>
<td>1.3</td>
<td>58.5</td>
</tr>
</tbody>
</table>

**Table 6.15:** The performance of the log-linear with various hours of training data on the BABEL_402 Javanese FLP corpus. For the manual setting, the weights corresponding to the hybrid log-likelihoods are set to 1, and the weights corresponding to the tandem log-likelihoods are set to 0.25.
Chapter 7

Conclusions

This thesis investigated structured discriminative models for speech recognition. The previous work in this area has been extended in two directions. First is the study of the features generated by a single system and multiple systems based on deep neural networks (DNNs), the form of these features were discussed in section 3.5. In experiments, LLMs using these features were examined on various type of datasets with different training criteria, and consistent performance gains can be achieved. The second extension is the use of the mixture-of-experts framework. By using this framework, LLMs can be extended to infinite LLMs, where different experts are employed to focus on different regions of the feature space to make an ensemble decision, and an non-linear overall decision boundary can be yielded. This thesis also discussed a criterion based perspective on Bayesian inference, where Bayesian inference can be viewed as a minimisation criterion, which consists of two terms that represent prior beliefs and information from the observations as discussed in section 5.2. By using this criterion, different criterion function (which represents information from the observations) can be used, and various meaningful training criteria can be resulted, such as large margin training. As discussed in sections 5.3 and 5.4, these criteria can be applied to the infinite LLM. In experiments Bayesian inference of the infinite LLM and its variants (discussed in section 5.3) were examined. Bayesian inference of the iLLM does not yield significant performance gains. When each expert is trained with large margin criterion, small gains can be achieved.
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7.1 Future Work

These are many possible directions for the future work, and a number of suggestions are given as follows:

- In this thesis, the features used by the LLMs are at most based on two systems, i.e. the tandem and hybrid systems. Using features from two systems might be too limited. In the future work, features based on more than two systems can be used.

- As discussed in section 3.5, in general the features for discriminative models can be categorised into two groups, i.e. the frame level and segment level features. In experiments, only the segmental level features were examined, and the study of the frame level features can be one possible direction for the future work.

- When applying Large margin training to LLMs, which are equivalent to structured SVMs, performance gains can be achieved with a small amount of training data, as shown in Table 6.15. This motivates the application of LLMs (with large margin training) to adaptation, where only a small amount of data for target speaker is available.

- In this work, tri-phone models are used for the generative models (HMMs), and the tri-phones are tied to be mono-phones for the discriminative models. The more general parameters tying approach based on decision trees [148] can be used as a future work.

- In the past few years, models with deep architecture, such as deep neural networks (DNNs), have been extensively used in speech community, and significant performance gains have been achieved compared with the models having shallow architecture. In this thesis, although the features extracted from the DNNs are used by the structured discriminative models, the models themselves only have shallow architecture. By introducing deep architecture into the structured models, the modelling capacity can be improved significantly.

- For the infinite LLMs, in experiments only Bayesian inference and its two variants (approximate approaches) discussed in section 5.3 were examined. In these two approximate approaches, sampling for each expert’s parameters are replaced by CML estimation and large margin training, and large margin training can yield the best results for the infinite LLMs. This motives the application of large margin training
to the whole infinite LLM (the gating network and the experts), and the training approach was discussed in section 5.4.

- For the infinite LLMs discussed in Chapter 5, the indicator variable corresponding to each utterance is a scalar, where the inputs to gating network are utterances and all the segments in an utterance share the same indicator. This might limit the flexibility of the gating network. In order to make better use of the data, a more granular (vector) indicator can be introduced. By doing so, a mixture of experts for each sub-sentence unit (such as word or phone) could be built, and this type of model is called the structured infinite discriminative model, which is discussed in Appendix F.
Appendices
Probability Measures

In mathematics, a *measure* $G$ is a function that assigns a non-negative real number to subsets of a set $\Theta$, which is sometimes called the *sample space*. It must assign 0 to the empty set $\varnothing$, and be countably additive. A measure is a generalisation of the concepts of length, area, and volume. If measure $G$ assigns 1 to the entire measurable set $\Theta$, measure $G$ is a *probability measure* (or *probability distribution*). Formally, the probability measure can be defined as follows [87, 184]:

A probability measure is a non-negative function $G$ defined for countable collections of mutually disjoint sets $\{A_n\}_{n=1}^{N}$ with $A_n \in \Sigma_{\Theta}$ and $A = \cup_n A_n$ that satisfies the following properties:

\begin{align}
G(A_n) &\geq 0 \quad \text{(A.1)} \\
G(\Theta) &= 1 \quad \text{and} \quad G(\varnothing) = 0 \quad \text{(A.2)} \\
G(A) &= \sum_n G(A_n) \quad \text{(A.3)} \\
G(A_n^c) &= 1 - G(A_n) \quad \text{(A.4)}
\end{align}

where $A_n^c$ is the complement of $A_n$, namely $A_n^c = \Theta \setminus A_n$. $\Sigma_\Theta$ is a $\sigma$-algebra on set $\Theta$, which is a collection of subsets of $\Theta$ that is closed under countably many set operations (complement, union of countably many sets and intersection of countably many sets). The members of $\Sigma_\Theta$ are called *measurable sets*, the pair $(\Theta, \Sigma_\Theta)$ is called a *measurable space*,
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and the triple \((\Theta, \Sigma_\Theta, G)\) is called a probability space. More generally, the triple is called a measure space without requiring the measure \(G\) to be a probability measure.
Appendix B

Infinite Support Vector Machines

Section 4.3.5 introduced the framework of the infinite mixture of experts with a gating network based on the infinite mixture model. The infinite support vector machine (iSVM) introduced by Zhu [213] is a specification of this framework, where each expert (or the zth) is a discriminant function:

\[ F(w, x; H, z) = F(w, x; 
eta_z) = \eta_z^T \phi(x, w) \quad (B.1) \]

where \( x \) is the input variable, and \( w \) is the corresponding class label, which takes value from the set \( \{1, \ldots, L\} \). \( H = \{\eta_m\}_{m=1}^{\infty} \) are the parameters of the the experts. \( z \) is the indicator variable that denotes which expert the input \( x \) is associated with. The feature function \( \phi(x, w) \) is defined as:

\[
\phi(x, w) = \begin{bmatrix}
\delta(w, 1)x \\
\vdots \\
\delta(w, L)x
\end{bmatrix} \quad (B.2)
\]

where \( \delta(\cdot) \) is a Kronecker delta. In a discriminant function, given an input, the class label can be obtained by maximising this discriminant function. In (B.1), a discriminant function for the \( z \)th expert is described. The overall discriminant function for the iSVM can be described as a summation over all experts:

\[ F(w, x) = \sum_z \int \! F(w, x; H, z) \hat{q}(H, z) dH \quad z \in \{1, 2, \ldots, \infty\} \quad (B.3) \]
where \( \hat{q}(H; z) \) is an optimal distribution obtained in training, which will be discussed in detail in the following sections.

## B.1 The Training Criterion

The iSVM is a specification of the infinite mixture of experts discussed in section 4.3.5. An mixture of experts consists of two parts, namely the gating network and experts. In this section, training criteria for the gating network and experts will be introduced first, and an overall criterion for the iSVM will be discussed subsequently.

### B.1.1 The Training Criterion for the Experts

In training the iSVM, maximum entropy discrimination (MED) \cite{90, 93} is applied. MED is a large margin training approach, through which an optimal distribution of the model parameters (such as \( \hat{q}(\eta) \)) can be estimated rather than optimal values (such as \( \eta \)). Take a single classifier with discriminant function \( F(w, x; \eta) \) for example, given the training data \( D = \{(x_1, w_1), \cdots, (x_N, w_N)\} \), the MED training criterion can be described as:

\[
\begin{align*}
\arg \min_{q(\eta)} & \left\{ \text{KL}(q(\eta)||p(\eta)) + C \sum_n \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \int q(\eta) \left( F(w, x_n; \eta) - F(w_n, x_n; \eta) \right) d\eta \right\} \right] \right\} \\
\text{s.t.} & \quad q(\eta) \in \mathcal{P}_{\text{prob}}
\end{align*}
\]  \quad (B.4)

where the best competing hypothesis \( w \) is found for all possible labels except the correct one \( w_n \). \text{KL}(q(\eta)||p(\eta)) \) is the Kullback-Leibler (KL) divergence \footnote{The KL divergence is defined as: \( \text{KL}(q(\eta)||p(\eta)) = \int q(\eta) \log \left( \frac{q(\eta)}{p(\eta)} \right) d\eta \).}, and \( p(\eta) \) is the prior distribution. \([\cdot]_+ \) is the hinge loss which is defined in (5.10). The loss \( \mathcal{L}(w, w_n) \) measures how different between the labels \( w \) and \( w_n \). \( \mathcal{P}_{\text{prob}} \) is the set consisting of all possible valid distribution over \( \eta \). The discriminant function \( F(w, x; \eta) \) is defined in (B.1). \( C \) is a non-negative constant, which is used to balance the regularisation term (the KL divergence) with the training loss (the hinge loss function).

As discussed in section 4.3.5.3, the iSVM is a specification of the infinite mixture of expert. In inference of the iSVM, a representation of the iSVM based on the stick-breaking
process is used, and this representation is illustrated in Figure B.1, which is the same as the graphical model of the infinite mixture of expert described in Figure 4.9. Analogous to the generative process of the infinite mixture of expert described in (4.48), in the iSVM, the process of determining which expert is used to classify an observation can be described as follows [213]:

\[
v_m \sim \text{Beta}(1, \alpha) \tag{B.5}
\]

\[
\pi_m = v_m \prod_{i=1}^{m-1} (1 - v_i) \tag{B.6}
\]

\[
\eta_m \sim \text{G}_2 \tag{B.7}
\]

\[
z_n \sim \text{Categorical}(\pi) \tag{B.8}
\]

where the mixture weights \(\pi = \{\pi_m\}_{m=1}^{\infty}\) are given by the stick-breaking process (4.26), which is normally denoted as \(\pi \sim \text{GEM}(\alpha)\) [138, 160]. \(\text{G}_2\) is the prior distribution. \(z_n\) is the indicator variable that denotes with which expert the \(n\)th observation is associated. \(\text{Beta}(\cdot)\) is the beta distribution. \(\text{Categorical}(\cdot)\) is the categorical distribution, which is the generalisation of the Bernoulli distribution with multiple possible outcomes.

When applying the MED training criterion described in (B.4) to the iSVM which has infinite number of experts, in order to specify which expert the input is associated with, indicator variables \(z = \{z_1, \ldots, z_N\}\) corresponding to the training data are introduced. Then, for the iSVM, the hinge loss function in the MED criterion can be described as fol-
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lows [213]:

\[ R(q(H, z)) = \sum_{n=1}^{N} \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \int \sum_{z_n} q(H, z_n) \left( F(w, x_n; H, z_n) - F(w_n, x_n; H, z_n) \right) dH \right\} \right] \]  \tag{B.9}

Analogous to the MED criterion (B.4) for a single classifier, the MED criterion for the iSVM can be described as follows [213]:

\[ \arg \min_{q(H, z)} \left\{ \text{KL}(q(H, z) || p(H, z)) + CR(q(H, z)) \right\} \]  \tag{B.10}

\text{s.t. } q(H, z) \in \mathcal{P}_{\text{prob}}

where the hinge loss function \( R(q(H, z)) \) is defined in (B.9).

B.1.2 The Training Criterion for the Gating Network

As illustrated in Figure B.1, in the iSVM the underlying distribution of the observations \( \{x_1, \ldots, x_N\} \) is also modelled by the gating network, which is a mixture model in the iSVM. According to the graphical model of the gating network, which is the plot associated with the red dotted line in Figure B.1, the generative process corresponding to the gating network can be described as follows:

\[ \pi \sim \text{GEM}(\alpha) \]  \tag{B.11}

\[ \theta_m \sim G_1 \]  \tag{B.12}

\[ z_m \sim \text{Categorical}(\pi) \]  \tag{B.13}

\[ x_n \sim p(x|\theta_{z_n}) \]  \tag{B.14}

where the \( \pi = \{\pi_m\}_{m=1}^{\infty} \) are generated in the stick-breaking process described in (B.5) and (B.6). The component likelihood \( p(x|\theta) \) is given by a broad class of distributions called the exponential family [11, 43] having the following form:

\[ p(x|\theta) = h(x) \exp \left( \theta^T x - A(\theta) \right) \]  \tag{B.15}

where \( \theta \) is called the natural parameter of the distribution. \( h(x) \) and \( A(\theta) \) are known functions, and \( A(\theta) \) can be interpreted as the coefficient that ensures that the distribution
is normalised [16]. In Bayesian inference, the posterior distribution of the model parameters for the gating network is \( p(v, \Theta, z|D) \). Thus, in variational inference the (approximate) distribution to be inferred for the gating network is:

\[
\arg\min_{q(v, \Theta, z)} \text{KL}(q(v, \Theta, z)\|p(v, \Theta, z|D))
\]

\[\text{s.t. } q(v, \Theta, z) \in \mathcal{P}_{\text{prob}}\]

where \( v = \{v_m\}_{m=1}^{\infty} \) are the weights in the stick-breaking process as described in (B.5), which are beta distributed.

### B.1.3 The Overall Training Criterion for the iSVM

The training criteria for the experts (B.10) and gating network (B.16) were discussed in the previous sections. Given these two criteria, the overall training criterion for the whole iSVM (both the gating network and experts) can be described as the combination of the two criteria [213]:

\[
\arg\min_{q(v, \Theta, H, z)} \left\{ \text{KL}(q(H, z)\|p(H, z)) + C\mathcal{R}(q(H, z)) + C_2 \text{KL}(q(v, \Theta, z)\|p(v, \Theta, z|D)) \right\}
\]

\[\text{s.t. } q(v, \Theta, H, z) \in \mathcal{P}_{\text{prob}}\]

where \( C_2 \) is another non-negative constant, which is used to trade off between the minimisation criteria for the gating network and experts. \( \mathcal{R}(q(H, z)) \) is the hinge loss function defined in (B.9). By sharing the same indicators, the gating network and the experts are closely coupled. By minimising the overall training criterion (B.17), the optimised model is expected to discover the underlying distribution of data and make predictions well on unseen data [213].

### B.2 Optimisation with Coordinate Descent

In order to ensure the overall training criterion (B.17) for the iSVM tractable, the mean-field assumption [98, 188] and truncated stick-breaking representation [19] are used. Thus, the

\[\text{As described in equation (B.6), the weights } v \text{ and } \pi \text{ are mutually convertible.}\]
distribution to be inferred \( q(\mathbf{v}, \Theta, \mathbf{H}, z) \) is assumed to be fully factorised as follows:

\[
q(\mathbf{v}, \Theta, \mathbf{H}, z) \approx \prod_{m=1}^{M-1} q(v_m) \prod_{m=1}^{M} q(\theta_m) \prod_{m=1}^{M} q(\eta_m) \prod_{n=1}^{N} q(z_n)
\]  

(B.18)

where \( M \) is the number of mixture weights in the truncated stick-breaking process, where the \( M \)th breaking ratio equals 1, namely \( q(v_M) = 1 \). This implies that the mixture weight \( \pi_m = 0 \) for all \( m > M \), namely the number of components is limited to \( M \). Thus, the parameters for the components and experts are limited to be finite sets \( \Theta = \{ \theta_1, \ldots, \theta_M \} \) and \( \mathbf{H} = \{ \eta_1, \ldots, \eta_M \} \). Again, \( z = \{ z_1, \ldots, z_N \} \) are the indicator variables corresponding to the training data \( D = \{ (x_1, w_1), \ldots, (x_N, w_N) \} \). In the variational distribution (B.18), \( q(z_n) \) is the categorical distribution with parameters \( \varphi_n = \{ \varphi_{n,1}, \ldots, \varphi_{n,M} \} \), which is a generalisation of the Bernoulli distribution with multiple possible outcomes. \( q(v_m) = \text{Beta}(c_{m,1}, c_{m,2}) \) is the beta distribution. In mean-field variational inference, coordinate descent is performed, in which the parameters of each variational distribution (say the parameters of \( q(v_m) \)) are updated in turn by iteratively minimising the overall training criterion (B.17). The process of updating each set of variational parameters will be discussed in the following sections.

### B.2.1 Updating \( \hat{q}(v_m) \) and \( \hat{q}(\theta_m) \)

The optimal distributions \( \hat{q}(v_m) \) and \( \hat{q}(\theta_m) \) can be obtained by minimising the overall training criterion described in (B.17) given all other variational distributions (such as \( q(H) \) and \( q(z) \)). Since the first two terms \( \text{KL}(q(H, z)||p(H, z)) \) and \( \text{CR}(q(H, z)) \) are not functions of \( q(v_m) \) and \( q(\theta_m) \), these two terms can be omitted in updating \( \hat{q}(v_m) \) or \( \hat{q}(\theta_m) \). Therefore, the optimal distributions \( \hat{q}(v_m) \) and \( \hat{q}(\theta_m) \) can be obtained by minimising the following simplified criterion:

\[
\arg \min_{q(v, \Theta)} \text{KL}(q(v, \Theta, z)||p(v, \Theta, z|D))
\]  

(B.19)

This is the standard training criterion in variational inference of the infinite mixture model \[19\].
B.2 Optimisation with Coordinate Descent

B.2.2 Updating \( \hat{q}(\eta_m) \)

When optimising \( \hat{q}(\eta_m) \), all the other variational distributions (such as \( \hat{q}(v_m) \), \( \hat{q}(\theta_m) \) and \( \hat{q}(z) \)) are given. Then minimisation of the overall training criterion (B.17) becomes minimising:

\[
\arg \min_{\hat{q}(H)} \left\{ \text{KL}(q(H)||p(H)) + C\mathcal{R}(q(H, z)) \right\}
\]

(B.20)

In the hinge loss function \( \mathcal{R}(q(H, z)) \) defined in (B.9), the sum over \( z_n \) (where \( z_n \in \{1, \ldots, M\} \)) is inside the maximisation, which means the best competing hypothesis \( w \) is found for all experts. In order to make training more efficient, the hinge loss can be relaxed to an upper bound by moving out the sum over \( z_n \) from the maximisation [213]:

\[
\mathcal{R}(q(H, z)) \leq \sum_{n=1}^{N} \sum_{z_n} q(z_n) \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \int q(H) \left( F(w, x_n; H, z_n) - F(w_n, x_n; H, z_n) \right) dH \right\} \right] +
\]

(B.21)

As discussed at the beginning of section B.2, \( q(z_n) \) is a categorical distribution with parameters \( \varphi = \{\varphi_{n,1}, \ldots, \varphi_{n,M}\} \) and \( q(H) = \prod_{m=1}^{M} q(\eta_m) \). Substituting these definitions and the upper bound of the hinge loss function (B.21) in, the training criterion (B.20) can be further written as:

\[
\begin{align*}
\arg \min_{q(H)} \left\{ \sum_{m=1}^{M} \text{KL}(q(\eta_m)||p(\eta_m)) + C \sum_{n=1}^{N} \sum_{m=1}^{M} \varphi_{n,m} \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \int q(\eta_m) \left( F(w, x_n; \eta_m) - F(w_n, x_n; \eta_m) \right) d\eta_m \right\} \right] \right\}
\end{align*}
\]

(B.22)

Thus this criterion (B.22) can be written as \( M \) minimisation criteria:

\[
\arg \min_{q(H)} \mathcal{F}(q(H)) = \sum_{m=1}^{M} \arg \min_{q(\eta_m)} \mathcal{F}(q(\eta_m))
\]

(B.23)

where \( \mathcal{F}(q(H)) \) is the criterion described in (B.22), and the criterion \( \mathcal{F}(q(\eta_m)) \) for the \( m \)th expert can be described as follows:

\[
\begin{align*}
\mathcal{F}(q(\eta_m)) &= \text{KL}(q(\eta_m)||p(\eta_m)) + C \sum_{n=1}^{N} \varphi_{n,m} \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \int q(\eta_m) \left( F(w, x_n; \eta_m) - F(w_n, x_n; \eta_m) \right) d\eta_m \right\} \right] +
\end{align*}
\]

(B.24)
This is the standard MED criterion as described in (B.4). It is worth noting that \( \varphi_{n,m} \) can be merged into the loss function \( \mathcal{L}(\cdot) \) and discriminant function \( F(\cdot) \). Let \( \mathcal{L}'(\cdot) = \varphi_{n,m} \mathcal{L}(\cdot) \) and \( F'(\cdot) = \varphi_{n,m} F(\cdot) \), the criterion (B.24) becomes an identical form to the standard MED criterion. As discussed in [93, 213], in MED when the prior distribution \( p(\eta_m) \) is a Gaussian distribution, the optimal distribution \( \hat{q}(\eta_m) \) is also a Gaussian distribution but with different mean. In the iSVM, the prior distribution over \( \eta_m \) is \( p(\eta_m) = \mathcal{N}(0, I) \) (where \( I \) is the identity matrix), hence the optimal distribution can be described as \( \hat{q}(\eta_m) = \mathcal{N}(\mu_m, I) \).

Substituting the form of \( \hat{q}(\eta_m) \) and the definition of the discriminant function (B.1) in, the large margin training criterion (B.24) can be further described as a minimisation criterion to estimate \( \mu_m \):

\[
\mathcal{F}(\mu_m) = \frac{1}{2} ||\mu_m||^2 + C \sum_{n=1}^{N} \varphi_{n,m} \left[ \max_{w \neq w_n} \left\{ \mathcal{L}(w, w_n) + \left( \mu_m^T \phi(x_n, w) - \mu_m^T \phi(x_n, w_n) \right) \right\} \right] +
\]

Let \( \mathcal{L}'(\cdot) = \varphi_{n,m} \mathcal{L}(\cdot) \) and \( \phi'(\cdot) = \varphi_{n,m} \phi(\cdot) \), the large margin training criterion (B.25) can be written in the form of the SVM [31, 33]:

\[
\mathcal{F}(\mu_m) = \frac{1}{2} ||\mu_m||^2 + C \sum_{n=1}^{N} \left[ \max_{w \neq w_n} \left\{ \mathcal{L}'(w, w_n) + \left( \mu_m^T \phi'(x_n, w) - \mu_m^T \phi'(x_n, w_n) \right) \right\} \right] +
\]

This is the training criterion of the SVM. The mean \( \mu_m \) can be estimated by minimising this criterion, then the optimal distribution \( \hat{q}(\eta_m) = \mathcal{N}(\mu_m, I) \) can be obtained.

### B.2.3 Updating \( \hat{q}(z_n) \)

In [213] optimisation of \( q(z_n) \) based on the dual form of the large margin training criterion (B.17) is discussed. In this section an alternative approach, in which \( q(z_n) \) is optimised based on the primal form of (B.17), will be studied.

As described in the generative process (B.8), the prior distribution over \( z_n \) is a categorical distribution with parameters \( \pi \). Again, as described in equation (B.6), the weights \( v \) and \( \pi \) are mutually convertible. Thus, without \( v \) (or \( \pi \)), the prior distribution \( p(z_n) \) is hard to evaluated. This leads to hard evaluation of the term \( \text{KL}(q(H, z) || p(H, z)) \) in the overall training criterion (B.17). In order to simplify optimisation, this KL divergence is relaxed.
to an upper bound $\text{KL}(q(v, H, z)||p(v, H, z))$. By using this upper bound, the overall training criterion (B.17) is relaxed to [213]:

$$
\arg\min_{q(v, \Theta, H, z)} \left\{ \text{KL}(q(v, H, z)||p(v, H, z)) + C'R(q(H, z)) + C_2\text{KL}(q(v, \Theta, z)||p(v, \Theta, z|D)) \right\} \quad (B.27)
$$

s.t. $q(v, \Theta, H, z) \in \mathcal{P}_{\text{prob}}$

where $\mathcal{R}(q(H, z))$ is the hinge loss function defined in (B.9). Given all the other variational distributions (such as $\hat{q}(v_m)$, $\hat{q}(\theta_m)$ and $\hat{q}(\eta_m)$), when optimising $q(z)$, minimisation of the overall training criterion (B.27) is equivalent to the following minimisation criterion:

$$
\arg\min_{q(z)} \left\{ \text{KL}(q(v, z)||p(v, z)) + C'R(q(H, z)) + C_2\left( \text{KL}(q(v, z)||p(v, z)) - \sum_z q(\Theta, z) \log p(D|\Theta, z) d\Theta \right) \right\} \quad (B.28)
$$

Distribution $q(z)$ can be factorised to $\prod_n q(z_n)$ as described in (B.18). Therefore, for the $n$th indicator $z_n$, the optimal distribution can obtained by minimising:

$$
\arg\min_{q(z_n)} \left\{ (1 + C_2) \int \sum_{z_n} q(v)q(z_n) \log \frac{q(z_n)}{p(z_n|v)} dv + C'R(q(H, z_n)) - C_2 \int q(\Theta_{z_n})q(z_n) \log p(x_n|\Theta_{z_n}) d\Theta_{z_n} \right\} \quad (B.29)
$$

where $\mathcal{R}(q(H, z_n))$ is the hinge loss function defined in (B.9) for the $n$th instance:

$$
\mathcal{R}(q(H, z_n)) = \left[ \max_{w \neq w_n} \left\{ L(w, w_n) + \int \sum_{z_n} q(H)q(z_n) \left( F(w, x_n; H, z_n) - F(w_n, x_n; H, z_n) \right) dH \right\} \right] + \quad (B.30)
$$

Since the distribution $q(z_n)$ to be estimated is inside the maximisation, it is intractable to find the best competing hypothesis $w$. In order to make optimisation of $q(z_n)$ tractable, the hinge loss function (B.30) is relaxed to an upper bound by moving out the sum over $z_n$. 
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from the maximisation:

\[
R_{up}(q(H,z_n)) = \sum_{z_n} q(z_n) \left[ \max_{w \neq w_n} \left\{ L(w, w_n) + \int q(H) \left( F(w, x_n; H, z_n) - F(w_n, x_n; H, z_n) \right) dH \right\} \right] +
\]

(B.31)

Since \( \hat{q}(\eta_m) \) (which was discussed in the previous section) is given, substituting the definition of the discriminant function (B.1) in, the hinge loss function (B.31) can be further written as:

\[
R_{up}(q(H,z_n)) = \sum_{z_n} q(z_n) \left[ \max_{w \neq w_n} \left\{ L(w, w_n) + \left( \mu_{z_n}^T \phi(x_n, w) - \mu_{z_n}^T \phi(x_n, w_n) \right) \right\} \right] +
\]

(B.32)

where \( \mu_{z_n} \) is the mean of \( \hat{q}(\eta_{z_n}) \). By using this relaxed criterion (B.32), the best competing hypothesis can be found. Thus, by relaxing the hinge loss function (B.30) to the upper bound, optimisation of \( \hat{q}(z_n) \) becomes tractable.

Since the form of the distribution \( q(z_n) \) is given, which is a categorical distribution with parameters \( \varphi_n = \{ \varphi_{n,1}, \ldots, \varphi_{n,M} \} \), estimation of \( \hat{q}(z_n) \) is to estimate these parameters. Substituting \( q(z_n) \), the hinge loss function \( R_{up}(q(H,z_n)) \) (given in (B.32)) and the prior distribution \( p(z_n|v) \) (defined in (B.6) and (B.8)) in, the minimisation criterion (B.29) can be written as:

\[
\arg\min_{\varphi_n} \left\{ (1 + C_2) \sum_{m} \left( \varphi_{n,m} \log \varphi_{n,m} - \varphi_{n,m} E_{q(v_m)} \left[ \log v_m \right] - \varphi_{n,m} \sum_{i=1}^{m-1} E_{q(v_i)} \left[ \log (1 - v_i) \right] \right) + C \sum_{m} \varphi_{n,m} F_{n,m} - C_2 \sum_{m} \varphi_{n,m} \left( \log h(x) + E_{q(\theta_m)} [\theta_m]^T x - E_{q(\theta_m)} [A(\theta_m)] \right) \right\}
\]

(B.33)

where:

\[
F_{n,m} = \left[ \max_{w \neq w_n} \left\{ L(w, w_n) + \left( \mu_{m}^T \phi(x_n, w) - \mu_{m}^T \phi(x_n, w_n) \right) \right\} \right] +
\]

(B.34)

\footnote{An alternative approximate approach similar to [95] can be adopted. By using the optimal distribution \( \hat{q}(z_n) \) in the last iteration, the best competing hypothesis can be obtained.}
By minimising (B.31), the \( m \)th optimal parameter \( \hat{\varphi}_{n,m} \) can be described as:

\[
\hat{\varphi}_{n,m} \propto \exp \left\{ \left( E_{q(v_m)}[\log v_m] + \sum_{i=1}^{m-1} E_{q(v_i)}[\log(1 - v_i)] \right) - \frac{C}{1 + C_2} \mathcal{F}_{n,m} + \frac{C_2}{1 + C_2} \left( E_{q(\theta_m)}[\theta_m]^{\top} x - E_{q(\theta_m)}[A(\theta_m)] \right) \right\}
\]

(B.35)

Since \( q(v_m) = \text{Beta}(c_{m,1}, c_{m,2}) \) is a beta distribution (discussed at the beginning of section B.2), in (B.35) \( E_{q(v_m)}[\log v_m] = \psi(c_{m,1}) - \psi(c_{m,1} + c_{m,2}) \), and \( E_{q(v_i)}[\log(1 - v_i)] = \psi(c_{i,2}) - \psi(c_{i,1} + c_{i,2}) \), where \( \psi(\cdot) \) is the digamma function. \( q(\theta_m) \) is an exponential family distribution described in (B.15), and \( A(\theta_m) \) is a fixed function in the exponential family distribution. For the data that cannot be classified correctly, the hinge loss \( \mathcal{F}_{n,m} \) defined in (B.34) tends to have greater value, and this leads to a smaller value of \( \hat{\varphi}_{n,m} \) given in (B.35). This means the term \( \mathcal{F}_{n,m} \) biases the allocations of data towards the experts where they can be better classified.

### B.3 Classification

In classification, given an input \( x \), the class label can be predicted by minimising the overall discriminant function of the iSVM described in equation (B.3):

\[
\hat{w} = \arg \max_{w} \sum_{z} \int F(w; x, H, z) \hat{q}(H, z) dH
\]

(B.36)

where \( z \) is the indicator variable corresponding to the input \( x \). The optimal distribution \( \hat{q}(H, z) \) is an approximation to \( p(H, z|x, D) \), where \( D \) is the training data. This distribution \( p(H, z|x, D) \) can be written as:

\[
p(H, z|x, D) = P(z|x, D, H) p(H|x, D)
\]

(B.37)

As discussed in section B.2, the optimal distribution \( \hat{q}(H, z) \) can be factorised: \( \hat{q}(H, z) = \hat{q}(H) \hat{q}(z) \). Assume the parameters of experts \( H \) only depends on the training data \( D \) (namely \( p(H|x, D) = p(H|D) \)), and the assignment of the input to which expert only depends on the gating network (namely \( P(z|x, D, H) = P(z|x, D) \)) [213]. Thus, the optimal distribution for the experts \( \hat{q}(H) \) (an approximation to \( p(H|D) \)) can be obtained in
training. The optimal distribution $\hat{q}(z)$ of the indicator needs to be inferred in classification, and variational inference can be applied:

$$\arg \min_{q(z)} KL\left(q(z) || P(z|x, D)\right)$$  \hspace{1cm} (B.38)

Since without the parameters for the gating network (namely $\nu$ and $\Theta$), the distribution over $z$ is hard to evaluate. Thus, the minimisation criterion (B.38) is relaxed to an upper bound:

$$\arg \max_{q(z)} KL\left(q(z)q(\nu)q(\Theta) || p(z, \nu, \Theta|x, D)\right)$$  \hspace{1cm} (B.39)

Then optimisation of $\hat{q}(z)$ becomes the same as standard variational inference for the infinite mixture model [19]. Given the optimal distributions $\hat{q}(\nu)$ and $\hat{q}(\Theta)$ which are obtained in the training phase, $\hat{q}(z)$ can be obtained by minimising (B.39). It is worth noting that the distributions $\hat{q}(\nu), \hat{q}(\Theta)$ and $\hat{q}(z)$ do not need to be iteratively optimised as in inference of the infinite mixture model, since the optimal distributions $\hat{q}(\nu)$ and $\hat{q}(\Theta)$ are obtained in training and stay the same in classification. Thus, only one iteration needs to be operated in optimising $\hat{q}(z)$ given $\hat{q}(\nu)$ and $\hat{q}(\Theta)$. 
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Hierarchical Dirichlet Processes

Many applications involve groups of data, and these groups are linked to each other. For example, documents are modelled as coming from an underlying set of topics, and these topics are shared across documents [21]: Haplotypes are shared among individuals in a population and across populations [53, 167]. A Dirichlet process can be adopted to model each group of the data. However, clusters cannot be shared cross groups, since the base distribution $G_0$ is continuous. The solution is to use a common discrete base distribution. Rather than treating the base distribution parametrically, the base distribution can be treated non-parametrically as being sampled from a non-parametric model. In particularly, Dirichlet processes provide distributions over discrete distributions with wide support. When the base distribution $G_0$ of a Dirichlet process itself is drawn from a Dirichlet process, this yields a hierarchical model called the *hierarchical Dirichlet process* (HDP) [174, 175, 176].

The HDP defines a groups of probability measures $\{G_1, \cdots, G_J\}$ and a global base measure $G_0$. The global measure $G_0$ is given a Dirichlet process with concentration parameter $\beta$ and base distribution $Q$:

$$G_0 \sim \text{DP}(\beta, Q) \quad (C.1)$$

The group specific distributions $G_j$ are independent to each other given $G_0$, and they are sampled from a Dirichlet process with concentration parameter $\alpha$ and a common base mea-
sure $G_0$:

$$G_j \sim \text{DP}(\alpha, G_0) \quad (C.2)$$

If $G_j$ of different groups are expected to have different average variability from the base measure $G_0$, the group specific concentration parameter $\alpha_j$ can be adopted to each group $j$ [175]. This hierarchical model induces a sharing of atoms $\{\theta_m\}_{m=1}^{\infty}$ among different random measures $G_j$, since each inherits its set of atoms from the common base measure $G_0$ [174]. The sharing of $\{\theta_m\}_{m=1}^{\infty}$ can be illustrated by stick-breaking and Chinese restaurant franchise representations for the HDP, which will be discussed in the following sections.

Analogous to the infinite mixture model, groups of mixture models can be constructed based on the HDP. Given the sharing of atoms $\{\theta_m\}_{m=1}^{\infty}$ induced by the HDP, the mixture models based on the HDP share parameters. Consider a set of data with $J$ related groups $D = \{D_j\}_{j=1}^{J}$, where the $j$th group of data $D_j = \{x_{jn}\}_{n=1}^{N_j}$ has $N_j$ observations. Each group is associated with a mixture model, and different groups are linked with each other by sharing the component parameters. The HDP provides a Bayesian non-parametric ap-
C.1 Stick-breaking Construction

To model such grouped data:

\[
\begin{align*}
G_0 & \sim \text{DP}(\beta, Q) \\
G_j & \sim \text{DP}(\alpha, G_0) \\
\theta'_{jn} & \sim G_j \\
x_{jn} & \sim p(x|\theta'_{jn})
\end{align*}
\]  

This type of mixture model is called the \textit{hierarchical Dirichlet process mixture model}. The corresponding graphical model of the HDP mixture model is illustrated in Figure C.1. In the HDP mixture model (C.3), given that \( G_j \) is discrete, samples \( \{\theta'_{j1}, \cdots, \theta'_{jN_j}\} \) from \( G_j \) have positive probability taking identical values. This induces the cluster property of the mixture model for each group of data. These mixture models are based on Dirichlet processes with a common discrete base distribution \( G_0 \). This leads to the sharing of parameters among these mixture models.

C.1 Stick-breaking Construction

In this section the stick-breaking construction of a hierarchical Dirichlet process (HDP) will be discussed. This construction gives an explicit representation of draws from a HDP, and provides insight into the sharing of atoms \( \{\theta_m\}_{m=1}^{\infty} \) among different Dirichlet processes.

Given that the global base measure is distributed as a Dirichlet process \( G_0 \sim \text{DP}(\beta, Q) \), it can be described in the form the stick-breaking representation of the Dirichlet process described in (4.27):

\[
\begin{align*}
c & \sim \text{GEM}(\beta) \\
\theta_m & \sim Q \\
G_0 & = \sum_{m=1}^{\infty} c_m \delta(\theta, \theta_m)
\end{align*}
\]  

where the weights \( c = \{c_m\}_{m=1}^{\infty} \) are obtained from the stick-breaking process described in (4.26). Given that each random measure \( G_j \) is also distributed as a Dirichlet process \( G_j \sim \text{DP}(\alpha, G_0) \), the corresponding stick-breaking construction for \( G_j \) can be described
as:

\[
\pi'_j \sim \text{GEM}(\alpha) \\
\theta^\prime_{j} \sim G_0 \\
G_j = \sum_{i=1}^{\infty} \pi'_j \delta(\theta, \theta'_j)
\]

(C.5)

where the weights \(\pi' = \{\pi'_i\}_{i=1}^{\infty}\) are obtained from the stick-breaking process (4.26). Since the base measure \(G_0\) is discrete, \(\{\theta^\prime_{i}\}_{i=1}^{\infty}\) from \(G_0\) have positive probability taking identical values.

Given that the random measure \(G_j\) is distributed according to a Dirichlet process \(G_j \sim \text{DP}(\alpha, G_0)\), and the global base measure \(G_0\) has support at the atoms \(\{\theta_m\}_{m=1}^{\infty}\), \(G_j\) has support at these atoms as well. Thus the stick-breaking representation of \(G_j\) described in (C.5) can be rewritten as [174, 175]:

\[
G_j = \sum_{m=1}^{\infty} \pi_{jm} \delta(\theta, \theta_m)
\]

(C.6)

Assume the weights \(\pi_j = \{\pi_{jm}\}_{m=1}^{\infty}\) and \(c = \{c_m\}_{m=1}^{\infty}\) are probability measures on the discrete set \(\{1, \cdots, \infty\}\). Given that \(G_j \sim \text{DP}(\alpha, G_0)\) is distributed as a Dirichlet process on set \(\{\theta_1, \cdots, \theta_\infty\}\), the definition of the Dirichlet process (discussed in section 4.3.1) implies [175]:

\[
\pi_j \sim \text{DP}(\alpha, c)
\]

(C.7)

and the weights \(\pi_j\) can be obtained according the following stick-breaking construction:

\[
v_{jm} \sim \text{Beta}(\alpha c_m, \alpha \left(1 - \sum_{i=1}^{m} c_i\right)) \\
\pi_{jm} = v_{jm} \prod_{i=1}^{m-1} (1 - v_{ji})
\]

(C.8)

where the weights \(c = \{c_m\}_{m=1}^{\infty}\) are from the stick-breaking representation for the global base measure \(G_0\) described in (C.4). Derivation of this construction (C.8) is discussed in detail in [175].

The HDP mixture model (C.3) was discussed in the previous section, in which each \(\theta^\prime_{jn}\) is sampled from the random measure \(G_j\). According to the stick-breaking construction of
Figure C.2: The graphical model of the stick-breaking construction of the hierarchical Dirichlet process mixture model.

the HDP as discussed at the beginning of this section, \( G_j = \sum_{m=1}^{\infty} \pi_{jm} \delta(\theta, \theta_m), \theta_m \sim Q \), and \( \theta_{jn}^{'} \) takes the value \( \theta_m \) with probability \( \pi_{jm} \). By introducing the indicator variable \( z_{jn} \), the parameter \( \theta_m \) associated with the observation \( x_{jn} \) can be determined: \( \theta_{jn}^{'} = \theta_{z_{jn}} \).
Thus an equivalent representation of the HDP mixture model can be described as [175]:

\[
\begin{align*}
\pi_j & \sim \text{DP}(\alpha, \mathbf{c}) \\
z_{jn} & \sim \text{Categorical}(\pi_j) \\
\theta_m & \sim Q \\
x_{jn} & \sim p(x|\theta_{z_{jn}}) 
\end{align*}
\]

This is the stick-breaking construction of the HDP mixture model, and the corresponding graphical model is illustrated in Figure C.2.

C.2 Chinese Restaurant Franchise

In section 4.3.3, the Chinese restaurant process (CRP) was discussed, which gives the predictive distribution of new observations by marginalising out the base distribution. Analogous to the CRP, by marginalising out the base distributions \( G_0 \) and \( G_j \) in the hierarchical Dirichlet process (HDP), the Chinese restaurant franchise [175] can be resulted. In this in-
Figure C.3: The Chinese restaurant franchise. This figure gives the current status of the Chinese restaurant franchise with two restaurants. When a new customer $x_{16}$ come to the first restaurant, the probabilities of sitting at these three occupied tables are $\frac{2}{5+\alpha}$, $\frac{1}{5+\alpha}$ and $\frac{2}{5+\alpha}$ respectively, and the probability of choosing a new table is $\frac{\alpha}{5+\alpha}$. If this customer chooses a new table, the probabilities of choosing these three served dishes are $\frac{2}{6+\beta}$, $\frac{1}{6+\beta}$ and $\frac{2}{6+\beta}$ respectively, and the probability of choosing a dish $\theta_m$ from the menu is $\frac{\beta}{6+\beta}$.

terpretation, the CRP metaphor is extended to multiple restaurants which share a set of dishes.

In the Chinese restaurant franchise metaphor, a group of restaurants are defined, and in each restaurant customers (observations) $\{x_{jn}\}_{n=1}^{N_j}$ sit at tables (components) $\{t_{jn}\}_{n=1}^{N_j}$. Each table serves a single dish (parameter) $\theta''_{jt}$ shared by customers, and the dish is ordered from a global menu $G_0$ shared cross restaurants. Let $z'_{jt}$ denote the global parameter $\theta''_{jt}$ is assigned to table $t$ in restaurant $j$, and $z_{j}' = \{z'_{j1}, z'_{j2}, \ldots\}$ give the assignments of dishes for all the tables in restaurant $j$. Analogous to the derivation of the Chinese restaurant process discussed in section 4.3.3, by integrating over $G_0$ and $G_j$, the conditional distribution
of the indicator variables $t_{jn}$ and $z'_{jt}$ can be described as [168, 175]:

\[
P(t_{jn}|t_{j1}, \cdots, t_{jn-1}, \alpha) \propto \sum_{t=1}^{T_j} N_{jt} \delta(t_{jn}, t) + \alpha \delta(t_{jn}, T_j + 1) \tag{C.10}
\]

\[
P(z'_{jt}|z'_{j1}, \cdots, z'_{jt-1}, z'_{j1}, \cdots, z'_{jt-1}, \beta) \propto \sum_{m=1}^{M} M_k \delta(z'_{jt}, m) + \beta \delta(z'_{jt}, M + 1) \tag{C.11}
\]

where $T_j$ is the number of currently occupied tables in restaurant $j$, $N_{jt}$ is the number of customers sitting at table $t$ in restaurant $j$, $M$ is the total number of unique dishes served in all restaurants, and $M_k$ is the number of tables served with dish $\theta_k$ in all restaurants. Similar to the CRP, when a customer come to a restaurant, the probability of sitting at an occupied table is proportional to the number of people already sitting there, and the probability of sitting at a new table is proportional to $\alpha$ as described in (C.10). When a new table is chosen, the probability of choosing a served dish is proportional to the number of tables served with that dish, and the probability of choosing a new dish is proportional to $\beta$ as described in (C.11). This Chinese restaurant franchise metaphor is illustrated in Figure C.3.

As discussed in the previous section, a HDP mixture model can be built based on the stick-breaking construction. Analogously, a HDP mixture model also can be based on the Chinese restaurant franchise. The graphical model of this HDP mixture model is illustrated in Figure C.4. Given the groups of indicators $\{t_{jn}\}_{n=1}^{N_j}$ and $\{z'_{jt}\}_{t=1}^{T_j}$ with $j \in \{1, 2, \cdots\}$
Figure C.5: The graphical model of the infinite hidden Markov model.

(where $N_j$ is the number observations in group $j$ and $T_j$ is the number of unique values in set $\{t_{jn}\}_{n=1}^{N_j}$) from the Chinese restaurant franchise described in (C.10) and (C.11), the corresponding generative process of the HDP mixture model can be described as follows:

$$\theta_m \sim Q$$

$$x_{jn} \sim p(x|\theta_{z_{ji}^n})$$

(C.12)

C.3 Relationships with Infinite HMMs

In the previous sections, the hierarchical Dirichlet process (HDP) and the mixture models based on this process were discussed. This section will discuss the infinite hidden Markov model \(^1\) which is a specification of the HDP.

In a hidden Markov model (HMM), a sequence of state variables $\{s_1, \cdots, s_N\}$ are linked through the state transition matrix, and the observations $\{x_1, \cdots, x_N\}$ are drawn independently conditional on the given states. In the HMM, the probability of generating next observation $x_{n+1}$ conditional on the current state $s_n$ is a finite mixture model, namely $p(x_{n+1}|s_n) = \sum_{s_{n+1}} P(s_{n+1}|s_n)p(x_{n+1}|s_{n+1})$, in which the component distribution is the distribution of the emitting state $p(x_{n+1}|s_{n+1})$. Thus, the HMM is a dynamic variant of the finite mixture model. It would be interesting to generalise the finite mixture underlying the HMM to a Dirichlet process, and the resulting HMM with infinite number of states is called the infinite HMM, or the HDP-HMM \(^{175}\).

\(^1\) A hidden Markov model (HMM) with infinite number of states is called the infinite HMM in this thesis.
In the HMM, the current state $s_n$ indexes one row of the transition matrix, and the probability of that row is the mixing proportion for choosing the next state $s_{n+1}$. The observation $x_n$ is drawn from the component indexed by $s_n$ (each state of the HMM corresponds a component). There are infinite number of states in the non-parametric counterpart of the HMM, and the Dirichlet process is employed to give the transition probability for each state. Moreover, these Dirichlet processes must be linked with each other, since any state needs to be reachable from other states. Thus the framework of the HDP is ideal for these linked Dirichlet processes. This results a HMM with infinite number of states, which is called the infinite HMM. The graphical model of the infinite HMM is illustrated in Figure C.5, and the corresponding generative process can be described as follows:

$$\begin{align*}
c & \sim \text{GEM}(\beta) \\
\pi_m & \sim \text{DP}(\alpha, c) \\
s_n|s_{n-1} & \sim \text{Categorical}(\pi_{s_{n-1}}) \\
\theta_m & \sim Q \\
x_n & \sim p(x|\theta_{s_n})
\end{align*}$$

(C.13)

where $\pi_m$ is the $m$th row of the transition matrix for the infinite HMM.

As discussed in this section, each state of the infinite HMM has a single component. More generally, the state distribution can be extended to be a mixture model (with infinite number of components), by introducing a latent variable $z_n$, that denotes which component the observation is associated with, for each state. In practice, a special treatment of the transition probability also can be applied to avoid rapid switching among the redundant states in the infinite HMM. These specifications of infinite HMMs are discussed in section 4.4.
Appendix D

Beta Processes

In the previous chapters, Dirichlet processes, hierarchical Dirichlet processes and the mixture models based these processes were discussed. For these mixture models, it is assumed that the observations can be partitioned into a discrete set of clusters, and each observation is assigned to a single cluster. This is particular clear in the Chinese restaurant process (CRP), in which each customer is associated with a single dish. It is more appropriate to assume each observation is associated with a collection of attributes, e.g. an animal can be both terrestrial and oviparous. This assumption makes each observation in a model can be assigned to a subset of clusters. The Indian buffet process [72] satisfies this assumption, in which each customer is associated with a subset of infinite dishes. Analogous to the Dirichlet process underlying the CRP, the underlying process of the India buffet process is a Beta process, which will be discussed in this chapter.

The beta process was first introduced by Hjort [86] for survival analysis. It is a Lévy process [12, 155] which is a right continuous stochastic process with stationary and independent increments. Formally, the beta process can be defined as follows. Let $\Theta$ be a set, $\Sigma_\Theta$ its $\sigma$-algebra, $B_0$ a continuous probability measure on the measurable space $(\Theta, \Sigma_\Theta)$ and $c$ a positive scalar. Then for any disjoint infinitesimal partition $\{A_1, \cdots, A_L\}$ of $\Theta$, the beta process is generated as follows [135]:

$$B(A_i) \sim \text{Beta} \left( cB_0(A_i), c(1 - B_0(A_i)) \right) \quad (D.1)$$
with \( L \to \infty \) and \( B_0(A_l) \to 0, \forall l \in \{1, \cdots, L\} \). This is a beta process, and denoted as:

\[
B \sim \text{BP}(c, B_0)
\]

In (D.1) Beta(\( \cdot \)) is a beta distribution. Because of the aggregation property \(^1\) of Dirichlet distributions, a Dirichlet process can be defined in terms of finite-dimensional distributions appealing to the Kolmogorov consistency theorem, which guarantees that a suitably consistent collection of finite-dimensional distributions will define a stochastic process. However, the sum of two beta variables is not beta distributed (then the Kolmogorov consistency theorem condition is not satisfied), hence the beta process is defined in the infinitesimal limit rather than being defined based on finite-dimensional probabilities. An alternative definition of the beta process based on the framework of completely random measures is discussed in [97, 178].

The random measure \( B \) from a beta process is a completely random measure \(^2\) [102], and it can be described as:

\[
B = \sum_{m=1}^{\infty} p_m \delta(\theta, \theta_m)
\]

where \( \delta(\cdot) \) is a Dirac delta function, each weight \( p_m \) satisfies \( 0 \leq p_m \leq 1 \), and the sum of all weights is finite (the consequence of Campbell’s theorem) [97]. The random measure \( B \) from a beta process is not a probability mass function as the measure from a Dirichlet process, but it can serve as the parameters of a Bernoulli process. The Bernoulli process based on this random measure \( B \) can be described as follows. Let \( z_n = \{z_{nm}\}_{m=1}^{\infty} \) be an infinite set of binary indicators (with values 0 or 1), and each \( z_{nm} \) corresponding to atom \( \theta_m \) be given by a bernoulli distribution:

\[
z_{nm} \sim \text{Bernoulli}(p_m)
\]

where \( \{p_m\}_{m=1}^{\infty} \) are weights from the random measure \( B \) described in (D.3). Then the newly generated measure \( Z_n = \sum_{m=1}^{\infty} z_{nm} \delta(\theta, \theta_m) \) is drawn from a Bernoulli process, which is denoted as:

\[
Z_n \sim \text{BeP}(B)
\]

---

\(^1\) The aggregation property of Dirichlet distributions can be described as: If \( (x_1, \cdots, x_L) \sim \text{Dirichlet}(\alpha_1, \cdots, \alpha_L) \), then \( (x_1, \cdots, x_i + x_j, \cdots, x_L) \sim \text{Dirichlet}(\alpha_1, \cdots, \alpha_i + \alpha_j, \cdots, \alpha_L) \).

\(^2\) For a random measure \( B \) on the measurable space \( (\Theta, \Sigma_\Theta) \), if the random variables \( B(A_i) \) and \( B(A_j) \) are independent for any disjoint sets \( A_i \) and \( A_j \) in \( \Sigma_\Theta \), \( B \) is a completely random measure.
Conjugacy  Let $Z_1, \cdots, Z_n$ be a collection of random measures from the Bernoulli process $\text{BeP}(B)$. Given $B$, random measures $Z_1, \cdots, Z_n$ are conditional independent. The posterior distribution of $B$ given $Z_1, \cdots, Z_n$ is still a beta process [174]:

$$B | Z_1, \cdots, Z_n, c, B_0 \sim \text{BP}\left( c + n, \frac{c}{c + n} B_0 + \frac{1}{c + n} \sum_{i=1}^{n} Z_i \right)$$  \hspace{1cm} (D.6)

This results from the conjugacy between the beta process and the Bernoulli process.

### D.1 Indian Buffet Processes

In section 4.3.3, the Chinese restaurant process (CRP) was discussed. The CRP can be derived by integrating out the Dirichlet process in the predictive distribution (4.29). Analogously, the Indian buffet process (IBP) [72] can be motivated by integrating out the beta process (D.6) in the following predictive distribution:

$$P(Z_{n+1}|Z_1, \cdots, Z_n, c, B_0) = \int P(Z_{n+1}|B)p(B|Z_1, \cdots, Z_n, c, B_0)dB$$

$$= \text{BeP}\left( \frac{c}{c + n} B_0 + \sum_{m=1}^{\infty} \frac{N_{nm}}{c + n} \delta(\theta, \theta_m) \right)$$  \hspace{1cm} (D.7)

where $N_{nm}$ is the number of indicators corresponding to $\theta_m$ equaling 1, namely $N_{nm} = \sum_{i=1}^{n} z_{im}$ (note $z_{im}$ is binary). Each $z_{im}$ is from a Bernoulli distribution described in (D.4) which defines a Bernoulli process.

The IBP can be described as follows. Consider a restaurant with a buffet consisting of infinitely many dishes arranged in a line. The first customer starts at the left of the buffet and takes a serving from each dish until Poisson($\gamma$)\(^4\) number of dishes have been taken, where $\gamma = B_0(\Theta)$ is the total mass of $B_0$ with finite value. The $(n+1)$th customer moves along the buffet, for each previously sampled dish, the customer samples the dish with probability $\frac{N_{nm}}{c + n}$, where $N_{nm}$ is the number of people having already token it. After the end of all previously sampled dishes is reached, the $(n+1)$th customer then tries Poisson($\frac{\gamma}{c + n}$) number of new dishes [78]. A binary matrix sampled from an IBP is illustrated in Figure D.1.

To connect the IBP with (D.7), assume the total mass of $B_0$ is finite, namely $B_0(\Theta) = \gamma$. The first customer corresponds to the measure $Z_1$ which is distributed as a Bernoulli

\(^4\) Poisson($\gamma$) is a Poisson distribution with parameter $\gamma$. 
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Figure D.1: A binary matrix generated by the Indian buffet process with $\gamma = 10$. This figure is taken from [78].

process $Z_1 \sim \text{BeP}(B_0)$. Then the sum of this Bernoulli process outcomes is distributed as a Poisson process with parameter $B_0$. Thus, $Z_1(\Theta) \sim \text{Poisson}(B_0(\Theta)) = \text{Poisson}(\gamma)$. This means the first customer tries Poisson($\gamma$) number of dishes. The $(n + 1)$th customer corresponds $Z_{n+1}$, and it is distributed according to the Bernoulli process described in (D.7), which is the sum of two independent Bernoulli process. Analogous to $Z_1$, the $(n + 1)$th customer takes dish $\theta_m$ with probability $\frac{\gamma_n}{c+n}$, and takes $\text{Poisson}(\frac{\gamma_n}{c+n})$ number of new dishes [178].

### D.2 Stick-breaking Constructions

In section 4.3.2, the stick-breaking construction of the Dirichlet process was discussed. This construction characterises the draws from Dirichlet processes as discrete random measures. As described in (D.6), a draw from the beta process is discrete with probability one, since the continue part $\frac{c}{c+n} B_0$ becomes 0 when $n \to \infty$. This makes the existence of a stick-breaking construction for the beta process possible. As discussed in [178], such construction exists and a truncated representation can be described as follows:

$$B_N = \sum_{n=1}^{N} \sum_{m=1}^{M_n} p_{nm} \delta(\theta, \theta_{nm})$$  \hfill (D.8)
D.2 Stick-breaking Constructions

where

\[ M_n \sim \text{Poisson}\left( \frac{c}{c + n - 1} \gamma \right) \]

\[ p_{nm} \sim \text{Beta}(1, c + n - 1) \]

\[ \theta_{nm} \sim \frac{1}{\gamma} B_0 \] (D.9)

In (D.9), \( \gamma = B_0(\Theta) \) is the total mass on \( \Theta \). Equation (D.8) gives a truncated representation of the stick-breaking construction for the beta process. When \( N \to \infty \), this truncated representation \( B_N \) converges to \( B \) with probability one [178].

A stick-breaking construction of the beta process based on the Lévy measure is discussed in [174]. When \( c = 1 \), this stick-breaking construction can be simplified as:

\[ B_M = \sum_{m=1}^{M} p_m \delta(\theta, \theta_m) \] (D.10)

where

\[ v_m \sim \text{Beta}(1, \gamma) \]

\[ p_m \sim \prod_{i=1}^{m} (1 - v_m) \]

\[ \theta_m \sim \frac{1}{\gamma} B_0 \] (D.11)

Again, \( \gamma = B_0(\Theta) \) is the total mass on \( \Theta \). When \( M \to \infty \), this truncated representation \( B_M \) converges to \( B \). Compared with the stick-breaking construction of the Dirichlet process described in (4.26), both constructions employ the same breaking ratio \( v_m \sim \text{Beta}(1, \gamma) \). For the Dirichlet process, the parts broken off are used, whereas the remaining parts are used for the beta process. Thus, in Figure 4.2 the blue parts (remaining parts) of the stick correspond the weights \( \{p_1, p_2, \ldots\} \) from a beta process.

Analogous to the mixture models based on Dirichlet processes, mixture models can be based on beta processes, e.g. the infinite overlapping mixture model based on the Indian buffet process [83].
Appendix E

Large Margin Training for the Experts

In section 5.3.3, large margin training is applied to each expert in training the infinite log-linear model given a sampled set of indicator variables. In this appendix, all the experts of the infinite log-linear model will be treated as a single set of parameters, and an overall large margin training criterion for all experts (log-linear models) will be discussed. This large margin training criterion is a specific example of the general criterion discussed in section 5.2. This appendix also shows that large margin training for each expert can be viewed as a special example of large margin training for all the experts.

E.1 The Training Criterion

In the infinite structured discriminative model described in (5.20), the parameters of all the experts are \( \mathbf{H} = \{ \mathbf{h}_m \}_{m=1}^\infty \). Assume there are \( N \) training instances \( \mathcal{D} = \{(\mathbf{O}_1, W_1), \ldots, (\mathbf{O}_N, W_N)\} \), the posterior distribution of \( \mathbf{H} \) can be estimated according to the large margin training criterion described in (5.11), which is the general criterion discussed in section 5.2 with a hinge loss criterion function:

\[
\arg \min_{q(\mathbf{H})} \left\{ \text{KL}(q(\mathbf{H}) || p(\mathbf{H})) - \int q(\mathbf{H}) \mathcal{F}(\mathbf{H}; \mathcal{D}) d\mathbf{H} \right\} \quad \text{(E.1)}
\]

\[
\text{s.t.} \quad q(\mathbf{H}) \in \mathcal{P}_{\text{prob}}
\]
where \( p(H) \) is the prior distribution of \( H \), and \( \mathcal{F}(H; D) \) is a hinge loss function described in (5.9):

\[
\mathcal{F}(H; D) = -\sum_{n=1}^{N} \left[ \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \mathcal{M}(W, W_n; H, O_n) \right\} \right]_+ \tag{E.2}
\]

In (E.2), for each training instance, the most competing hypothesis and segmentation pair \((W, \rho)\) is found over all possible hypotheses and segmentations except the reference with the corresponding segmentation \((W_n, \rho_n)\), and \( \rho_n \) is the most likely segmentation obtained by the HMM as described in equation (5.25). \( \mathcal{L}(W, W_n) \) is the loss between the hypothesis \( W \) and the reference \( W_n \), and \( [\cdot]_+ \) is the hinge-loss defined in (5.10). \( \mathcal{M}(W, W_n; H, O_n) \) is the margin, which determines how well the reference label \( W_n \) can be correctly separated with the hypothesis \( W \) [165]. In this work the definition of the margin is:

\[
\mathcal{M}(W_n, W; H, O_n) = \int \sum_z \log \frac{P(W_n, |O_n, H, z_n)}{P(W|O_n, H, z_n)} q(\Theta, z) d\Theta \tag{E.3}
\]

where the conditional probability \( P(W|O, H, z) \) is given by the log-linear model defined in (5.24). Note, the denominator terms of the log-linear model can be cancelled out in this margin definition (E.3). With this margin definition, the resulting margin has a form similar to the margin in the structured SVM. Thus, the efficient training approaches used in the structured SVM can be implemented, e.g. applying the Viterbi algorithm to find the best competing hypothesis. Other definitions of the margin will be discussed in the following section.

### E.1.1 Other Margin Definitions

In a large margin training criterion, the margin \( \mathcal{M}(\cdot) \) determines how well the reference label \( W_n \) can be correctly separated with the hypothesis \( W \) [165]. Thus, the definition of the margin should be closely related to the class posterior distribution in classification. One option for the definition of the margin is the logarithm of the class posterior distribution ratio:

\[
\mathcal{M}(W_n, W; O_n) = \log \frac{P(W_n|O_n, D)}{P(W|O_n, D)} \tag{E.4}
\]

where the distribution \( P(W|O, D) \) is the class posterior distribution used in classification, e.g. the class posterior distribution \( P(W|O, D) = \int P(W|O, G)p(G|D) dG \) in (5.26).
This is a direct way to define the margin, in which the class posterior distribution gives the probabilities of the observation having different labels. This margin gives a score which can measure how well the data can be correctly separated. In terms of the margin defined in (E.4), the class posterior distribution \( P(W|O, D) \) is given by an infinite mixture of log-linear models, and the denominator term of each log-linear model is different. Thus, the denominator terms cannot be cancelled out. This leads to inefficiency in training.

Alternatively, the margin can be defined as the expectation of the log posterior ratio:

\[
\mathcal{M}(W_n, W; O_n) = \int \sum_{z} \log \frac{P(W_n|O_n, z_n)}{P(W|O_n, z_n)} q(\Theta, H, z)d(\Theta, H) \tag{E.5}
\]

where the conditional probability \( P(W|O, H, z) \) is given by a structured discriminative model, e.g. the log-linear model defined in (5.24). This type of margin definition has the same form as the margin defined in maximum entropy discrimination (MED) [93]. This margin (E.5) is also related to the margin (E.3) for the general criterion (E.1), where the integral over the parameters of the experts \( H \) are outside the hinge loss function.

In the structured SVM, which can be interpreted as a log-linear model with large margin training [210], the margin is defined the logarithm of the conditional probabilities ratio. Analogously, the margin based on a single expert \( z_n \) can be defined as:

\[
\mathcal{M}(W_n, W; O_n, H, z_n) = \log \frac{P(W_n|O_n, H, z_n)}{P(W|O_n, H, z_n)} \tag{E.6}
\]

When the conditional probability \( P(W|O, H, z) \) is given by the log-linear model defined in (5.24), the denominator terms of the log-linear models can be cancelled out in this margin definition (E.6). This margin then can be described in the form a linear function of \( \eta_{z_n} \):

\[
\mathcal{M}(W_n, W; O_n, H, z_n) = \eta_{z_n}^T \left( \Phi(O_n, W_n, \rho_n) - \Phi(O_n, W, \rho) \right) \tag{E.7}
\]

### E.2 Large Margin Training

As discussed in section 5.3, from a Bayesian perspective, the model parameters are random variables, which are marginalised out in classification. In the infinite log-linear model, \( H \) is the parameter set of all the experts, and the size of the set \( H \) is infinite. Moreover, the maximisation is inside the integral in the large margin training criterion (E.1). It is computationally intractable to solve this general criterion directly. In order to make it tractable, an
approximation is made here. As discussed in section 5.2, the large margin training criterion becomes tractable when the distribution \( q(H) \) to be estimated is a Dirac delta function with parameters \( \hat{H} = \{ \hat{\eta}_m \}_{m=1}^{\infty} \):

\[
q(H) = \delta(H, \hat{H}) = \prod_{m=1}^{\infty} \delta(\eta_m, \hat{\eta}_m)
\] (E.8)

The optimal distribution for the whole model is assumed to be:

\[
\hat{q}(\Theta, H, z) \approx \hat{q}(H) \hat{q}(\Theta, z)
\] (E.9)

where the overall distribution is decomposed into two distributions. One distribution \( \hat{q}(H) \) is for the experts, the second \( \hat{q}(\Theta, z) \) is for the gating network. These two distributions are dependent on each other, and in this work the dependency is restricted to a specific form: The optimal distribution \( \hat{q}(H) \) for the expert is estimated by minimising the large margin training criterion (E.1) given \( \hat{q}(\Theta, z) \); And the optimal distribution for the gating network is defined as the following posterior distribution given \( \hat{q}(H) \):

\[
\hat{q}(\Theta, z) = \int p(\Theta, z|H, D) \hat{q}(H) dH = p(\Theta, z|\hat{H}, D)
\] (E.10)

This is the posterior distribution for the gating network, and can be obtained through Bayesian rule. Since the forms of the distributions \( \hat{q}(H) \) and \( \hat{q}(\Theta, z) \) are dependent on each other, the optimal distribution \( \hat{q}(\Theta, H, z) \) is obtained by alternatively optimising distributions \( \hat{q}(H) \) and \( \hat{q}(\Theta, z) \) as described in Algorithm 6.

For the infinite log-linear model, the posterior distribution \( p(\Theta, z|\hat{H}, D) \) in (E.10) does not have a closed form, so Monte Carlo approaches must again be applied. Here Gibbs sampling is used to iteratively draw from the conditional posterior distribution of each parameter in turn. These conditional posterior distributions (conditional posterior distributions for each component and indicator \( p(\theta_m|z^{(k)}_m, \hat{H}, D) \))

\[ P(z_n|z^{(k)}_{-n}, \Theta^{(k-1)}, \hat{H}, D)) \]
are the same as the distributions detailed in sections 5.3.1.3 and 5.3.1.4. The optimal distribution of the experts’ parameters \( \tilde{q}(H) \) is estimated according to the large margin training criterion (E.1) with hinge loss criterion function (E.2). Thus estimation of \( \tilde{q}(H) \) depends on \( \tilde{q}(\Theta, z) \), and this dependance is shown in the margin definition (E.3). The distribution \( \tilde{q}(\Theta, z) \) depends on \( \tilde{q}(H) \) in turn as shown in equation (E.10), hence the training procedure can be summarised as an iterative process described in Algorithm 6. Theoretically, there is no guarantee on the convergency of this iterative training. If it converges, the optimal distribution is the distribution that minimises the large margin training criterion (E.1), and also gives the standard conditional posterior distribution (in Bayesian inference) for the gating network as described in (E.10). In the following sections, estimation of \( \tilde{q}(\Theta, z) \) and \( \tilde{q}(H) \) will be discussed.

### E.2.1 Estimation of \( \tilde{q}(\Theta, z) \)

The optimal distribution \( \tilde{q}(\Theta, z) \) is the posterior distribution of the parameters of the gating network \( p(\Theta, z|\hat{H}, D) \) as described in equation (E.10). This distribution is the same as the conditional posterior distribution of the parameters for the gating network in Bayesian inference of the infinite log-linear model discussed in section 5.3.1.2. Since this posterior distribution does not have a closed form, Gibbs sampling is applied to sample from the conditional posterior distribution of each parameter, and the process of sampling from these conditional posterior distributions is the same as that in sections 5.3.1.3 and 5.3.1.4.

### E.2.2 Estimation of \( \tilde{q}(H) \)

As discussed in the previous section, the distribution \( \tilde{q}(\Theta, z) \) does not have a closed form. Here Gibbs sampling is used to sample from this distribution. The margin (E.3) is defined as integrating this distribution, hence the margin can be approximated by summing over \( K \) samples:

\[
M_2(W_n, W; H, O_n) \approx \frac{1}{K} \sum_{k=1}^{K} \log \frac{P(W_n, |O_n, H; z_n^{(k)})}{P(W | O_n, H; z_n^{(k)})}
\]  

(E.11)

*In training, the distribution \( \tilde{q}(\Theta, z) \) is approximated by samples \( \{\Theta^{(k)}, z^{(k)}\}_{k=1}^{K} \).*
where the samples $z^{(k)} = \{ z_1^{(k)}, \ldots, z_N^{(k)} \}$ are drawn from $\hat{q}(\Theta, z)$, and can be obtained from the first step in Algorithm 6, which was discussed in section E.2.1. By substituting the definition of the log-linear model (5.24) into the margin described in (E.11), the denominator terms of the log-linear models can be cancelled out. Then, the margin (E.11) can be expressed as:

$$\mathcal{M}_2(W_n, W; H, O_n) \approx \frac{1}{K} \sum_{k=1}^K \left( \eta_{z_n}^T \Phi(O_n, W_n, \rho_n) - \eta_{z_n}^T \Phi(O_n, W, \rho) \right)$$  \hspace{1cm} (E.12)

where $\rho$ is the most likely segmentation (corresponding to sentence $W$) obtained by the HMM as described in equation (5.25).

In the infinite SVM proposed by Zhu [213], each expert is a discriminant function\footnote{The discriminant function maps the input $O$ directly to a class label $W$ by choosing the class maximising this function.}, which is defined as a linear function of $\eta$, namely $F = \eta^T \Phi(O, W, \rho)$. As the margin is defined as the difference of the linear functions, the margin is also linear. In the training criterion of the infinite SVM described in Appendix B.1, the integral (over $\eta$) is inside the maximisation. Thus the integrand is a linear function of $\eta$, and the integral over $\eta$ is tractable in the infinite SVM.

For the infinite structured discriminative model discussed in this appendix, the experts are log-linear models, and the margin is defined as the expectation of the log-posterior ratio (E.3). With this margin definition, the denominator terms of the log-linear models are cancelled. As discussed at the beginning of section E.2, the distribution for the experts’ parameters is assumed to be a Dirac delta function $q(H) = \delta(H, \tilde{H})$ defined in (E.8). Substituting this delta function and the margin (E.12) in, the large margin training criterion (E.1) with the hinge loss criterion function (E.2) can be further written as minimising:

$$\mathcal{F}(\tilde{H}) = \text{KL}(q(H) || p(H)) + \sum_{n=1}^N \max_{W, \rho \neq W_n, \rho_n} \left\{ \mathcal{L}(W, W_n) - \frac{1}{K} \sum_{k=1}^K \left( \eta_{z_n}^T \Phi(O_n, W_n; \rho_n) - \eta_{z_n}^T \Phi(O_n, W; \rho) \right) \right\} + \hspace{1cm} (E.13)$$

where, for each training instance with index $n$, the best competing hypothesis and segmentation pair $(W, \rho)$ is found over all possible hypotheses and segmentations\footnote{These possible hypotheses and segmentations can be obtained from a denominator lattice [147, 209].} except the
E.2 Large Margin Training

reference with the corresponding segmentation \((W_n, \rho_n)\), and \(\rho_n\) is the most likely segmentation obtained by the HMM as described in equation (5.25).

In the large margin training criterion (E.13), the Kullback-Leibler (KL) divergence is defined as \(\text{KL}(q(H)||p(H)) = \int q(H) \log q(H) dH - \int q(H) \log p(H) dH\). This criterion (E.13) can be written in a similar form to the large margin criterion described in (5.12) in section 5.2. \(\int q(H) \log q(H) dH\) is the negative of the Shannon entropy. Since \(q(H)\) is a delta function, this entropy is an infinite but constant value. In the large margin training criterion (E.13), the best competing hypotheses are found given \(K\) parameter samples \(\{\hat{\eta}_{z_n}^{(k)}\}_{k=1}^{K}\). However, this leads to inefficiency in training. Rather than optimising criterion (E.13) directly, an upper bound can be used instead. By moving out the summation over \(k\) from the maximisation, the minimisation criterion (E.13) then can be relaxed to its upper bound. Thus the aim becomes to minimise the upper bound \(F_{up}(\hat{H})\):

\[
F(\hat{H}) \leq F_{up}(\hat{H}) = -\log p(\hat{H}) + \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \max_{W, \rho \neq \hat{W}, \rho_n} \left\{ \mathcal{L}(W, W_n) - \left( \hat{\eta}_{z_n}^{T}(\hat{\eta}^{(k)}_n \Phi(O_n, W_n; \rho_n) - \hat{\eta}_{z_n}^{T} \Phi(O_n, W; \rho) \right) \right\} + \tag{E.14}
\]

Given the sampled indicators \(\{z^{(k)}\}_{k=1}^{K}\), the number of represented experts (which are the experts that have associated data) can be determined: \(M = |\{z^{(k)}\}_{k=1}^{K}|\). Let the prior distribution of \(H\) be \(p(H) = \prod_{m=1}^{\infty} p(\eta_m)\). For the unrepresented experts (with index \(m > M\), minimising criterion (E.14) yields the mode of the prior distribution \(p(\eta_m)\).

For the parameters of the represented experts \(\hat{H}_r = \{\hat{\eta}_m\}_{m=1}^{M}\), the large margin training criterion (E.14) can be reorganized as \(M\) minimisation criteria:

\[
F_{LM}(\hat{H}_r) = \sum_{m=1}^{M} F_{LM}(\hat{\eta}_m) \tag{E.15}
\]

where:

\[
F_{LM}(\hat{\eta}_m) = -\log p(\hat{\eta}_m) + \frac{1}{K} \sum_{k=1}^{K} \sum_{\forall z^{(k)}_n = m, \forall n} \max_{W, \rho \neq \hat{W}, \rho_n} \left\{ \mathcal{L}(W, W_n) - \left( \hat{\eta}_m^T \Phi(O_n, W_n; \rho_n) - \hat{\eta}_m^T \Phi(O_n, W; \rho) \right) \right\} + \tag{E.16}
\]

Assume the prior of each expert’s parameter is a Gaussian distribution \(p(\eta_m) = \mathcal{N}(\mu_\eta, \Sigma_\eta)\) with mean \(\mu_\eta\) and a scaled identity matrix covariance \(\Sigma_\eta = C I\), then the \(m\)th criterion
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can be further written as:

\[ \mathcal{F}_{lm}(\hat{\eta}_m) \propto \frac{1}{2} ||\hat{\eta}_m - \mu_\eta||^2 + C \frac{1}{K} \sum_{k=1}^{K} \sum_{\forall \mathbb{Z}_n^{(k)} = m, \forall n} \max_{W, \rho \neq W_n, \rho_n} \left\{ \hat{\eta}_m^T \Phi(O_n, W, \rho) + \mathcal{L}(W, W_n) \right\} - \hat{\eta}_m^T \Phi(O_n, W_n, \rho_n) \right\} + \] (E.17)

This criterion (E.17) is closely related to the large margin training criterion for each expert discussed in section 5.3.3, and this relationship will be discussed in detail in the following section.

E.2.3 The Relationship with Large Margin Training for Each Expert

Criterion (E.17) has the same form as the large margin training criterion for each expert described in section 5.3.3 (this type of model is denoted as the iLLMLM*). In the iLLMLM*, structured SVMs are trained with the data associated with each expert, and the training criterion for the mth expert in the kth iteration is described in (5.38):

\[ \mathcal{F}_{lm}(\eta_m) = \frac{1}{2} ||\eta_m - \mu_\eta||^2 + C \sum_{\forall \mathbb{Z}_n^{(k)} = m, \forall n} \max_{W, \rho \neq W_n, \rho_n} \left\{ \eta_m^T \Phi(O_n, W, \rho) + \mathcal{L}(W, W_n) \right\} - \eta_m^T \Phi(O_n, W_n, \rho_n) \right\} + \] (E.18)

Comparing criteria (E.17) and (E.18), the summation bounds are different. The bound of summation in (E.18) is only for the kth set of samples, whereas in criterion (E.17) the bound of summation is for all \( k \in \{1, \ldots, K\} \). This means the training data are replicated K times in large margin training for all the experts (discussed in this appendix). For the nth training instance, it might be allocated to the same expert m in different iteration k. Thus, the most competing hypothesis W can be cached, and the cached hypothesis can be reused when this training instance is associated with the same expert again.

When the margin defined in (E.11) is approximated by one sample (namely \( K = 1 \)), the large margin training criterion (E.17) becomes the same as criterion (E.18), which is the large margin training criterion for each expert of the iLLMLM*. Then the iterative process of optimising \( \hat{q}(H) \) and \( \hat{q}(\Theta, z) \) described in Algorithm 6 becomes the Gibbs sampling style training process described in section 5.3.3, which is the iterative process described in Algorithm 1 by replacing sampling for each expert with large margin training.
E.3 Classification

In section 5.3.1, Bayesian inference of the infinite log-linear model was discussed, where Gibbs sampling is used in training. For each draw, the number of represented experts (or components) is determined, and the mixture weight \( \pi^{(k)}_m \) corresponding to each is proportional to the number of data associated with that expert. All the other model parameters \( \{ \Theta^{(k)}, H^{(k)} \} \) are also sampled. In classification, these mixture weights and other sampled model parameters are summed over to approximate the integral over all the model parameters, as described in (5.28). In this section, a different perspective on classification will be discussed, where the mixture weights \( \pi \) are considered as been marginalised out in the model as that in the Chinese restaurant process (CRP).

In large margin training of all experts for the infinite structured discriminative model, the infinite mixture of experts framework based on the CRP (as illustrated in Figure 4.10) is used. Indicator variables \( z = \{z_1, \ldots, z_N \} \) corresponding to the training data \( \mathcal{D} = \{(O_1, W_1), \ldots, (O_N, W_N)\} \) are introduced, and the mixture weights \( \pi = \{\pi_m\}_{m=1}^{\infty} \) are marginalised out (as in the CRP discussed in section 4.3.3). As described in (E.9), the optimal distribution of the model parameters is decomposed \( \hat{q}(\Theta, H, z) \approx \hat{q}(H)\hat{q}(\Theta, z) \), where the optimal distribution for the experts is a Dirac delta function \( \hat{q}(H) = \delta(H, \hat{H}) \), and samples \( \{\Theta^{(k)}, z^{(k)}\} \) are drawn from distribution \( \hat{q}(\Theta, z) \). Then, given the training data \( \mathcal{D} \) and a new input \( O \), the conditional probability of the sentence \( W \) (corresponding to \( O \)) can be described as:

\[
P(W|O, \mathcal{D}) = \int \sum_z P(W|O, \Theta, H, z)\hat{q}(\Theta, H, z)d(\Theta, H)
\]

\[
\approx \frac{1}{K} \sum_{k=1}^{K} P(W|O, \Theta^{(k)}, \hat{H}, z^{(k)})
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{\infty} P(W|O, \hat{H}, z)P(z|O, \Theta^{(k)}, z^{(k)})
\]

(E.19)

where \( z \) is the indicator variable corresponding to the new input \( O \), the samples \( \{\Theta^{(k)}, z^{(k)}\} \) are drawn from distribution \( \hat{q}(\Theta, z) \), and \( \hat{H} \) are the parameters of \( \hat{q}(H) \) which is a delta function defined in (E.8). The conditional distribution \( P(W|O, \hat{H}, z) \) (for experts) is a log-linear model described in (5.24). \( P(z|O, \Theta^{(k)}, z^{(k)}) \) (for gating network) is the
component posterior distribution of the Gaussian mixture model similar to the component posterior distribution (5.21):

$$P(z|O, \Theta^{(k)}, z^{(k)}) = \frac{P(z|z^{(k)}) N(\varphi(O); \theta^{(k)}_z)}{\sum_z P(z|z^{(k)}) N(\varphi(O); \theta^{(k)}_z)}, \ z \in \{1, 2, \ldots, \infty\} \quad (E.20)$$

where $N(\varphi(O); \theta^{(k)}_z)$ is the component likelihood given by a Gaussian distribution, and $\varphi(O)$ is a feature function, which maps the input $O$ with various length to a feature with fixed dimension. The probability $P(z|z^{(k)})$ is the mixture weights, which is given by the CRP described in (4.28). As discussed in section 5.3.1, only the represented experts are considered in classification. Given the sampled indicators $z^{(k)}$, the number of the represented experts can be determined: $M_k = |z^{(k)}|$, which is the number of the unique values in set $z^{(k)}$. And each mixture weight can be described as $P(z|z^{(k)}) \approx N_m^{(k)} / N$, where $N_m^{(k)}$ is the number of data associated with the $m$th expert, and $N$ is the total number of training data. Let $\pi^{(k)}_z = P(z|z^{(k)})$ and $\pi^{(k)} = \{\pi^{(k)}_1, \ldots, \pi^{(k)}_{M_k}\}$, the component posterior distribution in (E.20) becomes the same form as the component posterior distribution in (5.21):

$$P(z|O, \Theta^{(k)}, z^{(k)}) = P(z|O, \Theta^{(k)}, \pi^{(k)}) \approx \frac{\pi^{(k)}_z N(\varphi(O); \theta^{(k)}_z)}{\sum_z \pi^{(k)}_z N(\varphi(O); \theta^{(k)}_z)}, \ z \in \{1, \ldots, M_k\} \quad (E.21)$$

Given the number of represented expert $M_k$, the class posterior distribution (E.19) can be further written as:

$$P(W|O, D) \approx 1 \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(W|O, \hat{H}, z) P(z|O, \Theta^{(k)}, z^{(k)}) \quad (E.22)$$

It is interesting to compare this class posterior distribution (E.22) with the class posterior distribution for the infinite structured discriminative model described in (5.28):

$$P(W|O, D) \approx 1 \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(W|O, H^{(k)}, z) P(z|O, \Theta^{(k)}, \pi^{(k)}) \quad (E.23)$$

They have the similar form, but the parameters of the experts have different meanings. In the class posterior distribution (E.23), the parameters of the experts $H^{(k)} = \{\eta^{(k)}_1, \ldots, \eta^{(k)}_{M_k}\}$ are sampled from the conditional posterior distribution $p(\eta_m|z^{(k)}, D)$ described in (5.33),
and $H^{(k)}$ all vary with $k$. In contrast, the parameters $\hat{H}$ in the class posterior distribution (E.22) are the parameters of $\hat{q}(H)$ described in (E.8). The parameters $\hat{H}$ are estimated according to the large margin training criterion described in (E.1) with criterion function (E.2), and $\hat{H}$ do not vary with $k$. 
Appendix F

Structured Infinite Discriminative Models

In chapter 3.5.2, infinite structured discriminative models were discussed. In this type of model, the indicator variable corresponding to each utterance is a scalar, where the inputs to gating network are utterances and all the segments in an utterance share the same indicator. This might limit the flexibility of the gating network. In order to make better use of the data, a more granular (vector) indicator will be introduced. By doing so, different sub-sentence units (such as words or phones) can be associated with different experts, and more precise predictions can be made possible. This type of model is called the structured infinite discriminative model, which will be briefly discussed in this chapter.

F.1 An Equivalent Form of the Structured Discriminative Model

As discussed in the previous chapter, in Bayesian inference of the infinite structured discriminative models, given the sampled indicators variables $z^{(k)} = \{z_1^{(k)}, \ldots, z_N^{(k)}\}$ corresponding to the training data $D = \{ (O_1, W_1), \ldots, (O_N, W_N) \}$, the parameters of different experts are conditionally independent, hence the parameters $\eta_m$ of each experts can be sampled separately as described in (5.33). Equivalently, the parameters of all the experts
also can be treated as a whole, and these parameters can be written in a stacked form:

\[ H = \begin{bmatrix} \eta_1 \\ \vdots \\ \eta_M \end{bmatrix} \]  

(E.1)

and for each expert the log-linear model described in (5.24) can be written in the following form:

\[ P(W|O, H, z) \approx \frac{1}{\mathcal{Z}(H, O, z)} \exp \left( H^T \Phi_e(O, W, \rho, z) \right) \]  

(F.2)

where \( \mathcal{Z}(H, O, z) \) is a normalisation term, which can be obtained by marginalising over all possible word sequence \( W \) and segmentations \( \rho \) similar to (5.23):

\[ \mathcal{Z}(H, O, z) = \sum_{W \in \mathcal{W}} \sum_{\rho \in \mathcal{P}_W} \exp \left( H^T \Phi_e(O, W, \rho, z) \right) \]  

(F.3)

In the structured discriminative model (F.2), \( \rho \) is the most likely segmentation, e.g. the segmentation given by the HMM as described in (5.25). \( \Phi_e(O, W, \rho, z) \) is the extended joint feature:

\[ \Phi_e(O, W, \rho, z) = \begin{bmatrix} \delta(z, 1) \Phi(O, W, \rho) \\ \vdots \\ \delta(z, M) \Phi(O, W, \rho) \end{bmatrix} \]  

(F.4)

where \( \delta(\cdot) \) is the Kronecker delta, and \( \Phi(O, W, \rho) \) is the joint feature discussed in section 3.5. Given the segmentation \( \rho \), the utterance and corresponding label can be described as \( O = \{ O_1, \ldots, O_\rho \} \) and \( W = \{ w_1, \ldots, w_\rho \} \), where \( |\rho| \) is the number of segments. Then the joint feature can be written as [210]:

\[ \Phi(O, W, \rho) = \begin{bmatrix} \phi_{ac}(O, W, \rho) \\ \phi_{lg}(W, \rho) \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^{\rho} \delta(w_1, v_i) \varphi(O_{(i)}) \\ \vdots \\ \sum_{i=1}^{\rho} \delta(w_\rho, v_i) \varphi(O_{(i)}) \\ \phi_{lg}(W, \rho) \end{bmatrix} \]  

(F.5)

where \( \phi_{ac}(\cdot) \) denotes the acoustic features, and \( \phi_{lg}(\cdot) \) denotes the language features. \( \{ v_1, \ldots, v_\lambda \} \) denote all possible sub-sentence units (such as tri-phones) in the vocabulary. \( \varphi(O_{(i)}) \) are the features corresponding to the \( i \)th segment, which were discussed in detail in section 3.5.

\[^1\text{Since there are infinite number of parameters in an infinite model, } M \text{ is infinite here. Similarly, in the following sections, without specification, } M \text{ denotes a positive infinite integer.}\]
It is worth noting that the structured discriminative model described in (F.2) is equivalent to the log-linear model described in (5.24), but with a different form of expression. For example, when \( z = m \), in the extended joint feature only the elements associated with the \( m \)th expert (the elements with \( \delta(z, m) \) have non-zero values, all other elements are zero. Given the definition (F.1) of the parameters \( \mathbf{H} \), then \( \mathbf{H}^\top \Phi_e(\mathbf{O}, \mathbf{W}, \rho, z) \) can be written as \( \eta_m^\top \Phi(O, W, \rho) \). Therefore, the structured discriminative model described in (F.2) is equivalent to the log-linear model described in (5.24).

In Bayesian inference of infinite structured discriminative models (as described in section 5.3.1), given the sampled indicators \( z^{(k)} = \{ z_1^{(k)}, \ldots, z_N^{(k)} \} \) corresponding to the training data \( \mathcal{D} = \{ (\mathbf{O}_1, \mathbf{W}_1), \ldots, (\mathbf{O}_N, \mathbf{W}_N) \} \), the number of represented experts \( M_k \) can be determined. The parameters for the represented experts can be written in the form of (F.1) with \( M = M_k \), namely \( \mathbf{H}_z = [\eta_1^\top, \ldots, \eta_{M_k}^\top]^\top \). Then, sampling the parameters \( \eta_m \) of each represented expert described in (5.33) can be described as sampling the whole parameters \( \mathbf{H}_z \) of the represented experts according to:

\[
p(\mathbf{H}_z | z^{(k)}, \mathcal{D}) \propto p(\mathbf{H}_z) \prod_n P(W_n | O_n, \mathbf{H}_z, z_n^{(k)})
\]  

(F.6)

where \( p(\mathbf{H}_z) \) is the prior distribution, and \( P(W_n | O_n, \mathbf{H}_z, z_n^{(k)}) \) is the structured discriminative model for the \( z_n^{(k)} \)th expert as described in (F.2). The parameters \( \mathbf{H}_z^{(k)} \) can be sampled from (F.6) by using the Metropolis algorithm as discussed in section 5.3.1.5.

In conclusion, by using the form of the structured discriminative model described in (F.2) with the extended joint feature (F.4) and parameters (F.1), sampling the parameters of each experts in a separate fashion (5.33) is equivalent to sample the whole parameters according to (F.6).

### F.1.1 Sharing of the Language Model

As discussed in section 3.5, in the structured discriminative model the features can be described as the form consisting of acoustic and language features, namely \( \Phi(O, W, \rho) = [\phi_{ac}(O, W, \rho), \phi_{lg}(W, \rho)]^\top \) as described in (E.5). Then the extended joint feature (F.4) and
corresponding model parameters (F1) can be described as follows:

\[
\Phi_e(O, W, \rho, z) = \begin{bmatrix}
\delta(z, 1) \phi_{ac}(O, W, \rho) \\
\delta(z, 1) \phi_{lg}(W, \rho) \\
\vdots \\
\delta(z, M) \phi_{ac}(O, W, \rho) \\
\delta(z, M) \phi_{lg}(W, \rho)
\end{bmatrix}, \quad H = \begin{bmatrix}
\eta^a_c \\
\eta^l_g \\
\vdots \\
\eta^a_{cM} \\
\eta^l_{gM}
\end{bmatrix}
\] (F7)

In discriminative models, it is important to tie the model parameters for robust parameter estimation. In the extended joint feature, the language model features \( \phi_{lg}(\cdot) \) shared by different experts, and it is possible to tie these parameters \( \{\eta^l_1, \ldots, \eta^l_M\} \) corresponding to the language model features. By using the extended joint feature \( \Phi_e(\cdot) \) as described in (F7), tying the language model parameters corresponding to different experts can be easily implemented. When the language model parameters \( \{\eta^l_1, \ldots, \eta^l_M\} \) are tied, the extended joint feature and corresponding parameters can be described as:

\[
\Phi_e(O, W, \rho, z) = \begin{bmatrix}
\delta(z, 1) \phi_{ac}(O, W, \rho) \\
\delta(z, M) \phi_{ac}(O, W, \rho) \\
\phi_{lg}(W, \rho)
\end{bmatrix}, \quad H = \begin{bmatrix}
\eta^a_c \\
\eta^a_{cM} \\
\eta^l_{gM}
\end{bmatrix}
\] (F8)

By sharing the language model parameters, in Bayesian inference of the infinite structured discriminative model, the parameters of the represented experts still can be sampled according to the posterior distribution described in (F6).

### F.1.2 Classification

As discussed in section 5.3.1.1, only the represented experts are used in classification in this work. Given the sampled indicators \( z^{(k)} \), the number of represented experts can be determined, namely \( M_k = |z^{(k)}| \). Then, the parameters \( H^r \) of the represented experts can written in the form of (F8) with \( M = M_k \). In inference, parameters \( H_e^{(k)} \) can be sampled according to the conditional posterior distribution (F6). Given these sampled parameters \( H^{(k)} \), the parameters of different experts are known and can be written as follows:

\[
\eta_e^{(k)} = \begin{bmatrix}
\eta_e^a_c^{(k)} \\
\eta_e^l_g^{(k)} \\
\vdots \\
\eta_e^a_{cM}^{(k)} \\
\eta_e^l_{gM}^{(k)}
\end{bmatrix}
\] (F9)

Then the class posterior distribution described in (5.28) can be used in classification. Alternatively, when using the form of the extended joint feature and corresponding model
parameters (as described in (E.8)) directly, given an input utterance \( O \), the class label \( W \) can be found by maximising the following class posterior distribution, which has a similar form to (5.28):

\[
P(W|O, D) \approx \frac{1}{K} \sum_{k=1}^{K} \sum_{z=1}^{M_k} P(W|O, H^{(k)}_t, z) P(z|O, \pi^{(k)}, \Theta^{(k)}) \tag{E.10}
\]

where \( P(W|O, H^{(k)}_t, z) \) is the structured discriminative model described in (E.2), and \( P(z|O, \pi^{(k)}, \Theta^{(k)}) \) is the probability given by the gating network, which is the same as that discussed in section 5.3.

### F.2 Structured Infinite Discriminative Models

In the previous section, the parameters of the experts were treated as a whole and these parameters were described in the form of the extended joint feature. Share of the language model parameter among different experts was also discussed. So far the indicator variable \( z \) corresponding to an utterance is a scalar, whereas in this section a more general form of the indicator (a vector) will be discussed, and this type of vector indicator also can be incorporated into the extended joint feature described in (E.4). In order to distinguish from the scalar indicator \( z \), the vector indiector corresponding to an utterance \( O \) is denoted as \( Z \). Consider a segmented utterance \( O = \{O_{(1)}, \ldots, O_{(|\rho|)}\} \) with label \( W = \{w_1, \ldots, w_{|\rho|}\} \), the corresponding vector indicator can be described as \( Z = \{z_1, \ldots, z_{|\rho|}\} \), where \( \rho \) is the most likely segmentation and \( |\rho| \) is the number of segments. An example of the vector indicator with associated utterance is illustrated in Figure F.1. Given the vector indicator \( Z \), the extended joint feature and corresponding model parameters described in (E.8) becomes
the form written as follows:

\[
\Phi_e(O, W, \rho, Z) = \left[ \sum_{i=1}^{\rho_1} \delta(z_i, 1) \phi_{ac}(O_{(i)}, w_i, \rho_i) \right]
\cdots
\left[ \sum_{i=1}^{\rho^l} \delta(z_i, M) \phi_{ac}(O_{(i)}, w_i, \rho_i) \right] H
= \left[ \begin{array}{c}
\eta_1^{ac} \\
\vdots \\
\eta_{\rho^l}^{ac} \\
\eta^g
\end{array} \right]
\]  \hspace{1cm} (F.11)

where \( \rho = \{ \rho_1, \ldots, \rho_{\rho^l} \} \), \( \phi_{ac}(O_{(i)}, w_i, \rho_i) \) is the acoustic feature vector for a segment, and this feature vector is the utterance acoustic feature vector described in (F.5) with one segment in an utterance:

\[
\phi_{ac}(O_{(i)}, w_i, \rho_i) = \begin{bmatrix}
\delta(w_i, v_1) \varphi(O_{(i)}) \\
\vdots \\
\delta(w_i, v_L) \varphi(O_{(i)})
\end{bmatrix}
\]  \hspace{1cm} (F.12)

where \( \rho_i \) is the segmentation corresponding to the \( i \)th segment, hence \( |\rho_i| = 1 \). \( \{v_1, \ldots, v_L\} \) denote all possible sub-sentence units (such as tri-phones) in the vocabulary, and \( \varphi(O_{(i)}) \) are the features corresponding to the \( i \)th segment. By using vector indicators, the structured discriminative model described in (F.2) becomes:

\[
P(W|O, H, Z) \approx \frac{1}{\mathcal{Z}(H, O, Z')} \exp \left( H^T \Phi_e(O, W, \rho, Z) \right) \]  \hspace{1cm} (F.13)

where \( \mathcal{Z}(H, O, Z') \) is the normalisation term:

\[
\mathcal{Z}(H, O, Z') = \sum_{W \in W} \sum_{\rho \in \rho W} \exp \left( H^T \Phi_e(O, W, \rho, Z\rho) \right) \]  \hspace{1cm} (F.14)

In calculating the normalisation term (F.14), all possible segmentations are considered. As an approximation, the denominator lattice can be used to provide all possible segmentations for an utterance. Since vector indicator variables are introduced, in an utterance different segments can be associated with different experts. Thus, the indicator variable set \( Z' \) corresponding to all these possible segments is introduced. \( Z' \) indicates the assignments of all the arcs (to different experts) in the denominator lattice. The vector indicator corresponding to segmentation \( \rho \) is denoted as \( Z\rho \). It is worth noting that \( Z' \) is treated as an additional given indicator set, and \( Z \) is part of \( Z' \).

When the indicator variable is a scalar, each input to the gating network is an utterance. When a vector indicator variable \( Z \) is introduced, each scalar indicator \( z_i \) corresponds to a segment. Then each input to the gating network is a segment, and different scalar indicators for an utterance can indicate to different experts. Similar to the infinite structured
discriminative model where each utterance corresponds to a scalar indicator, when using
a vector indicator for an utterance, the gating network can also be based on an infinite
mixture model. In this work, the scalar indicators associated with the same utterance are
assumed to be independent to each other. Thus, for an utterance \( O = \{O_{(1)}, \ldots, O_{(\rho)}\} \)
with vector indicator \( Z = \{z_1, \ldots, z_{\rho}\} \), the probability of the indicator \( Z \) given by the
gating network can be decomposed:

\[
P(Z|O, \pi, \Theta) \approx \prod_{i=1}^{\rho} p(z_i|O_{(i)}, \pi, \Theta) \tag{F.15}
\]

where \( p(z_i|O_{(i)}, \pi, \Theta) \) is the component posterior distribution of the infinite mixture model
as described in (5.21) with a segment input \( O_{(i)} \). By introducing the vector indicators, the
conditional probability given by the infinite structured discriminative model described in
(5.20) becomes:

\[
P(W|O, G) = \sum_Z P(W|O, H, Z)P(Z|O, \pi, \Theta)
\approx \sum_Z P(W|O, H, Z) \prod_{i=1}^{\rho} P(z_i|O_{(i)}, \pi, \Theta), \quad Z \in \mathbb{Z} \tag{F.16}
\]

where \( G = \{\pi, \Theta, H\} \) are all the parameters of the model, and \( Z \) is the set (with infinite
size) that gives all possible values for vector \( Z \). \( P(W|O, H, Z) \) is the conditional probability
of the structured discriminative model defined in (F.13). The model described in (F.16)
is called the structured infinite discriminative model in this work.

### F.2.1 Constraints on the Indicators

For the structured infinite discriminative model, in an utterance the segments having the
same label can be associated with different experts. In an utterance, the segments having the
same label have similar characteristics, it would be more appropriate to let these segments
share the same model parameters. Then, constraints can be introduced to the indicators.
One possible constraint is to let the segments with the same label in an utterance be associated with the same expert. An example is illustrated in Figure F.2. In this example, given that segments \( O_{(1)} \) and \( O_{(4)} \) have the same label, the associated indicators will be assigned the same value. By introducing constraints to the indicators, the structured infinite discriminative model then becomes the constrained structured infinite discriminative model.

**F.2.1.1 Another Constraints**

In the infinite structured discriminative model discussed in chapter 5, each utterance corresponds to a scalar utterance, namely different segments are associated with the same expert. Similarly, in the structured infinite discriminative model, the vector indicator (or all the scalar indicators) corresponding to an utterance can be constrained to share the same value. An example is illustrated in Figure F.3. It is worth noting that, in the structured infinite discriminative model, the inputs to the gating network are segments rather than utterances (in the infinite structured discriminative model).

**F.3 Summary**

In this appendix, the structured infinite discriminative models were briefly introduced. This type of model is a modification of the infinite structured discriminative model. In the infinite structured discriminative models scalar indicators are used for utterances, whereas the indicator variables are vectors in the structured infinite discriminative models. By introducing vector indicators, an infinite model (the gating network) can be built based on the segment inputs. This gives more flexibilities to the gating network, e.g. different segments in an utterance can be associated with different experts, and constraints can be added to different segments.
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