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Outline

• LVCSR framework - minimum Bayes’ risk training/decoding

• System Combination

– “Implicit” System Combination
Cross-system adaptation/ N-best or lattice rescoring

– “Explicit” System Combination
likelihood/hypothesis combination

• Complementary Systems

– “random” selection
– complementary system training

• Example LVCSR Systems

• Relationship to MT system combination

Cambridge University
Engineering Department

TC-Star Speech-to-Speech Translation Workshop 1



Complementary System Combination and Generation for ASR Mark Gales, 2006

LVCSR Systems
• Most LVCSR systems have the same general framework

• Front-end:

– Mel-warped PLP/MFCC feature vectors plus linear transformation/projection
– Cepstral mean normalisation (possibly VTLN/variance-normalisation)

• Acoustic model:

– hidden Markov model (HMM)-based
– decision-tree state-clustered tri-phones
– Gaussian mixture model state-output distributions
– discriminative/minimum Bayes’ risk training

• Language model:

– tri-gram/4-gram word/class-based language model

• Acoustic model adaptation:

– maximum likelihood linear regression (MLLR) [1]/constrained MLLR [2]
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CU-HTK Multi-Pass/Combination Framework

• Multi-pass/combination framework used at CU for BN/CTS decoding [3, 4]

P1: Initial Transcription

Adapt

P3x

Lattices

Adapt

P3a

P2: Lattice Generation

Segmentation

Alignment

CNC

1−best

CN

Lattice

• P1 used to generate initial hypothesis

• P1 hypothesis used for rapid adaptation

– LSLR, diagonal variance transforms

• P2: lattices generated for rescoring

– apply complex LMs to trigram lattices

• P3 Adaptation/rescoring

– unsupervised adaptation
– lattice rescoring

• CN Decoding/Combination
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Minimum Bayes Risk Training/Decoding

• Discriminative [5, 6]/MBR [7] training is commonly used in LVCSR systems

• MBR training may be expressed in terms of the expected loss [8, 7]

M̂ = arg min
M

{∑

H
P (H|Otrn;M)L(H,Href)

}

where L(H, H̃) is the the loss function of H against the reference Href

• MBR decoding framework may also be used [9]

Ĥ = arg min
H̃

{∑

H
P (H|O;M)L(H, H̃)

}

– H̃ and H are normally selected from N-best list
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Forms of ASR Loss Function

• MMI-like training/Viterbi decoding equate to a “sentence” level cost function:

L(H, H̃) =
{

0, H = H̃
1, H 6= H̃

• A number of loss functions have been examined

– sentence level (1/0 loss function): MMI-like training [10]
– word level: MWE suited to WER cost function [9]
– phone level: MPE better generalisation than MWE training [11]

• Training schemes based on these have been implemented [11, 8]

• Word-level MBR decoding can be directly implemented using N-best lists [9]

– limits possible results to one of the N-best
– lattice-based word-level MBR decoding commonly used [12, 13]
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Calculating the Loss Function

• Some loss functions (e.g. MWE) require aligning the two hypotheses

L(H, H̃) =
∑

A

L(H, H̃|a)P (a)

where a is a possible word-alignment between H and H̃
• Given an alignment the loss calculation is trivial

BUT DIDN’T ELABORATE

IN IT DIDN’T ELABORATE

FURTHER BUT DIDN’T ELABORATE FURTHER

IN IT DIDN’T ELABORATE

REF:

HYP:

S DILoss: 3

***

***

• Most techniques select a single alignment that minimises the loss, amin

L(H, H̃|amin) ≤ L(H, H̃)
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Confusion Network Decoding
• Aligning N-best lists is simple, but limits possible hypotheses and gains

– implicit word posteriors from hypothesis posteriors and N-best list

• Confusion networks (CNs)[12] use lattices and word-level confidences

– use standard HMM decoder to generate word lattice;
– iteratively align/merge links to form CN and obtain word posteriors

ASIL SILELABORATE

DIDN’T

DIDN’T
BUT

IN

IN

IN

TO

IT

IT

BUT

TO IN DIDN’TIT ELABORATE

!NULLA

BUT

!NULL

!NULL

Word lattice Confusion network

Ŵ(i) = arg max
W(i)

{
P (W(i)|O;M)

}

– allows hypothesis not in the original lattice (good and bad!)
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System Combination

• For many tasks a single system cannot correctly classify all data

• System combination allows multiple systems to be used

– rely on systems making different errors

• Two forms of system combination used

– “implicit” combination - indirectly combine systems
– “explicit” combination - directly combine scores from systems
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“Implicit” System Combination

• Propagate information from one system to another

– perform decoding/adaptation given the propagated information

• Two common forms of information propagation:

– N-best/lattices for rescoring
– 1-best hypothesis (and confidence scores) for adaptation

• N-best/lattice rescoring:

– restricts search space - restricting possible errors from rescoring system
– often done by “accident” ...

• Cross-adaptation used in many LVCSR systems

– based on unsupervised adaptation
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Unsupervised Adaptation

• An essential part of any LVCSR system is speaker/environment adaptation

– for tasks like CTS and BN transcription unsupervised adaptation is required

• Approach to estimate MLLR [1] and CMLLR [2]

Transform
Estimate

Speaker Transform

Update Complete
Data Set

Identity Transform

Adaptation Data
Recognise

Statistics

Hypothesis

Transform

– Two iterative loops for estimation:

1. estimate hypothesis given transform
2. update complete-dataset given

transform and hypothesis

referred to as Iterative MLLR[14]

– For supervised training hypothesis is known

– Can also vary complexity of transform with
iteration
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Cross-System Adaptation

• Use hypothesis (and confidences) from a different system for adaptation

– complexity of transform balances level of information propagated

Adaptation Data
Recognise Update Complete

Data Set Transform
Estimate

Speaker Transform

System 1

Hypothesis/
Confidences

Statistics

Transform
Identity Transform

System 2

• Generated speaker transform used in standard decoding framework

– may be used in MBR decoding as well
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“Explicit” System Combination

• MBR decoding for multiple systems can be expressed as

Ĥ = arg min
H̃

{∑

H
P (H|O;M(1), . . . ,M(S))L(H, H̃)

}

• Fundamental issue for system combination

Need to obtain an estimate of P (H|O;M(1), . . . ,M(S))

– since generative models used, Bayes’ allows posterior to be obtained from

P (H|O;M(1), . . . ,M(S)) =
p(O|H;M(1), . . . ,M(S))P (H;M)∑
H̃ p(O|H̃;M(1), . . . ,M(S))P (H̃;M)

– so either direct or likelihood combination posteriors may be used
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Hypothesis/Score Combination

• Possible information available from the individual models:

– posterior score: P (H|O;M(s))
– acoustic likelihood score: p(O|H;M(s))
– language model score: P (H;M(s))
– classification result: D(H)

s (O) (classifies sequence O as H)

What “scores” should be combined?

How should the “scores” be combined?

• Two standard forms of score that are combined:

– likelihood (or distribution parameter)/hypothesis posterior combination

• Two standard forms of combination approach:

– (weighted) linear/log-linear combination
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Likelihood Combination Schemes
• Mixture of Experts combination; standard approach

p(O|H;M(1), . . . ,M(S)) ≈
S∑

s=1

αsp(O|H;M(s))

– αs are the component priors

• Product of Experts framework [15] may be expressed as

p(O|H;M(1), . . . ,M(S)) ≈ 1
Z

exp

(
S∑

s=1

αs log
(
p(O|H;M(s))

))

=
1
Z

S∏
s=1

p(O|H;M(s))αs

– used for discriminative model combination [16, 17]
– and (not very successfully) to products of Gaussians [18]

Cambridge University
Engineering Department

TC-Star Speech-to-Speech Translation Workshop 14



Complementary System Combination and Generation for ASR Mark Gales, 2006

Synchronous vs Asynchronous Likelihood Combination

ot ot+1

t
(1)q

t+1

t+1

q(2) (2)

(1)q

qt

ot ot+1

t

(2)ωt

(1)ω (2)ω(1) ω

qt+1qt

t+1 t+1

Asynchronous Synchronous

• In likelihood combination can either be synchronous or asynchronous:

– asynchronous: systems have independent state processes:
factorial HMMs [19], loosely coupled models [20], system combination [16]

– synchronous: likelihoods combined at the state level
single latent variable state-space, e.g. GMMs, PoGs [18]
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Hypothesis Combination

• Linear hypothesis combination

P (H|O;M(1), . . . ,M(S)) ≈
S∑

s=1

αsP (H|O;M(s))

αs is the “confidence” and satisfies the probability constraints.

– used in CN combination

• Log-Linear hypothesis combination

P (H|O;M(1), . . . ,M(S)) ≈ 1
Z

exp

(
S∑

s=1

αs log
(
P (H|O;M(s))

))
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Likelihoods to Posteriors

• Many of the combination approaches require the hypothesis posterior
(or a Confidence Measure), usually generative models used

– directly applying Bayes’ rule yields

P (H|O;M) =
p(O|H;M)P (H;M)∑
H̃ p(O|H̃;M)P (H̃;M)

– assumes models “correct” - tend to have “exaggerated” dynamic range

• Posterior estimates use acoustic deweighting

P (H|O;M) ≈ p(O|H;M)λP (H;M)∑
H̃ p(O|H̃;M)λP (H̃;M)

– λ set to around 1/grammar scale factor.
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Posterior Estimate Mapping

• Posteriors tend to be over-estimated, partly due to the lattice sizes

• Simple approaches to handle this are:

– Decision tree mapping: using a held-out data set generate piecewise linear
transformation from “posterior probabilities” to confidence scores [21]

– Rank-based mapping: only the rank order is believed:

P (H|O;M) ≈ 1
Z

exp (−αrank(H|O;M))

doesn’t need scores - just rank ordering of hypotheses

• For some systems hard to get consistent posterior scores

– just use 1-best output
– systems use weighted voted, global system weights used
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Consensus Decoding

• Using the standard MBR decoding criterion for multiple systems

Ĥ = arg min
H̃

{∑

H
P (H|O;M(1), . . . ,M(S))L(H, H̃)

}

How to select the set of H̃
– using N-best list may be too restrictive

• Consensus decoding reduces this problem by using an alignment stage

Edit Distance
Align using

Max. Posterior
Vote/

System 1

System S

Consensus
Hypothesis

• Two standard approaches to word-level hypothesis combination:
ROVER[22], CN Combination[21]
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ROVER

• ROVER takes the 1-best output from multiple recognition then:

– convert outputs, D(H)
s (O), into Word Transition Networks (WTNs)

– align using edit distance and combine (WTNs) in a pre-specified order
– use weighted voting to decide between aligned WTNs

TO DIDN’TIT ELABORATEBUT

A DIDN’TIT ELABORATEBUT

BUT

IN

DIDN’T ELABORATE

IT DIDN’T ELABORATE

TO DIDN’TIT ELABORATE

!NULLA

!NULL

IN

BUT

Multiple System WTNs Aligned/Combined

• Output doesn’t have to be in the original hypotheses:

– BUT IT DIDN’T ELABORATE
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ROVER Scores

• ASR systems commonly output a “confidence” score for each word

– normally generated from recognition lattices
other features may be used [23], e.g. LM score, N-best homogeneity

– acoustic de-weighting again important

• The score for rover combination is usually of combination of frequence and
confidence

P (Wi|O;M(1), . . . ,M(S)) ≈
S∑

s=1

(
(1− α)P (Wi|O;M(s)) + αD(Wi)

s (O)/S
)

There are two parameters to set

– α: the weighting between the frequency and confidence scores
– P (!NULL): confidence score associated with a NULL transition
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Confusion Network Combination

• In contrast to ROVER, align and combine CN

– use multiple hypothesis rather than 1-best
– combined “posterior” found by

P (Wi|O;M(1), . . . ,M(S)) ≈
S∑

s=1

αsP (Wi|O;M(s))

αs can be used to represent the global confidence in system s

• CNC generally works slightly better than ROVER

– multiple system word posteriors, rather than 1-best
– but alignment more complex - not normally used with different segmentations
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Complementary System Selection/Training

• When combining systems together would like systems that:

– make different errors to each other
– (normally) have approximately same error rate

• Approaches applied in ASR are:

– “random” selection
– complementary system training
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Complementary System Selection (“Random”)

• Variability to systems can be obtained by varying for example:

– segmentation and clustering [3]
– acoustic model decision tree [24]
– acoustic model context (tri/quin-phone) [4]
– speaker/environment adaptation (MLLR/CMLLR/lattice-based) [4]
– dictionary/phone-set [4, 3, 25]
– “bugs”etc. etc.

• Simple process (but computationally expensive!)

– build set of systems using range of configurations
– using development data see which systems combine best

• Used in the vast majority of ASR combination systems

– cross-site combination best - combines many of the above
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Complementary System Training

• Rather than “random” selection, how to build systems that are designed to be
complementary?

• For likelihood combination schemes standard schemes available

– mixture of experts - Expectation Maximisation (EM) [26]
– product of experts - Generalised EM [18], or Contrastive Divergence [27]

normally maximise likelihood, but can be applied to MBR training.

• For posterior/hypothesis combination Minimum Bayes Risk Leveraging tells us
how to build complementary systems [28]

M̂(s+1) = arg min
M

{∑

H
P (H|Otrn;M(1), . . . ,M(s),M)L(H,Href)

}

where the loss function L(H,Href) is associated with scoring
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Boosting

• Boosting [29] is a standard (and successful) machine-learning approach

– build initial classifier
– weight data depending on classification
– train classifier using weighted data (and iterate)
– classifiers combined using weighted voting

• Normally applied to static data

• For ASR need to determine at what level to perform boosting

– frame-level [30]: simplest approach
– phone-level [31]: requires alignments at phone-level
– hypothesis-level [32]: approximations for decoding

• Combine with consensus decoding allows combination/training at various levels

– loss-based alignment, e.g. at word level
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Code-breaking Framework
• Boosting normally applied to the same form of acoustic model

– interesting to combine very different classifiers

• Build classifiers that resolve specific confusions given an initial system

– the Code-Breaking framework [33]
– version based on CNs described here [34]

ASIL SILELABORATE

DIDN’T

DIDN’T
BUT

IN

IN

IN

TO

IT

IT

BUT

TO IN DIDN’TIT ELABORATE

!NULLA

BUT

!NULL

!NULL

DIDN’T ELABORATE

!NULLIN

BUT IT

TO

!NULL

Word lattice Confusion Network Pruned confusion network

– use standard HMM decoder to generate word lattice;
– generate confusion networks (CN) from word lattice and prune

• Train classifiers to resolve specific binary confusions
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Binary Classification using Support Vector Machines

• Wide range of discriminative classifiers for binary tasks

• Support Vector Machines (SVMs) [35] are a powerful classifier

– dynamic kernels used to handle variable length speech data
– generative kernels attractive form

distance from decision boundary is a posterior ratio [34]

• Log-linear combination of CN posteriors and SVM posterior ratios

# SVMs
#corrected

% corrected
/#pairs

10 SVMs 56/1250 4.5%

• performance on eval03 CTS task

• only 1.6% of 76157 words rescored

• more SVMs required! 0

5
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40

0 1000 2000 3000 4000 5000 6000 7000 8000 9000

%
 R

es
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d

# Confusable pairs rescored

eval02
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eval04
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English BN/CTS Systems

• For full description of systems see[3, 4]

• Acoustic model training data:

– BN - 1350 hours of data, 1200 hours closed caption transcriptions
– CTS - 2300 hours of data, 2000 hours quick transcriptions

• Language model training data:

– BN- 928MWords of text split into 5 language models and interpolated
– CTS- 1,000MWords of text split into 6 language models and interpolated

• P3 Branch models:
selected from a range of possible configurations

– GD multiple pronunciation dictionary model (P3b GD-MPron)
– GD single pronunciation dictionary model[36] (P3c GD-SPron)
– quinphone SAT single pron. dictionary model (P3e SAT-SPron-Quin)
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Acoustic Model Diversity

P1: Initial Transcription

Adapt

P3x

Lattices

Adapt

P3a

P2: Lattice Generation

Segmentation

Alignment

CNC

1−best

CN

Lattice

• P1 used to generate initial hypothesis

• P1 hypothesis used for rapid adaptation

– LSLR, diagonal variance transforms

• P2: lattices generated for rescoring

– apply complex LMs to trigram lattices

• P3 Adaptation

– 1-best CMLLR
– Lattice-based MLLR
– Lattice-based full variance

• CN Decoding/Combination

• Segmentation/P1-P2 branches runs in < 5xRT, full configuration < 10xRT.
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Acoustic Model Diversity - CTS

System WER(%)
eval04

P2-cn GD-MPron 19.1

P3b-cn GD-MPron 18.1
P3e-cn SAT-SPron-Quin 18.3

P3b+P3e CNC 16.9

• System combination works well - very different models being combined

– quinphone SAT single pronunciation and
– a triphone GD multiple pronunciation system
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Segmentation Diversity

Lattices

P3P3

Lattice generation
P2

P1P1

P2

Initial Transcription

Lattice generation

Initial Transcription

Adapt

Lattices

Adapt

AlignmentAlignment

ROVER

CNCCNC

Segmentation Segmentation

Sub−System BSub−System A

1−best

CN

Lattice

• Different segmentations/clusterings

• Each subsystem

– P1/P2 branches
– P3c GD-SPron models

• P3 Adaptation

– 1-best CMLLR
– Lattice-based MLLR
– Lattice-based full variance

• CN Decoding

• P2+P3c Combination within branch

• ROVER combination cross branch

• Each branch runs in < 5xRT, full configuration < 10xRT.
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Segmentation Diversity - BN

System Segment/ WER(%)
Clustering eval04

L0+P3c LIMSI
CNC

12.8
B0+P3c BBN 13.0
C0+P3c CU 13.3

L0+P3c⊕ C0+P3c
ROVER

12.6
L0+P3c⊕ B0+P3c 12.4

• Three segmentations and clusterings: CU, BBN and LIMSI (thanks to BBN
and LIMSI)

– all segmentations/clusterings very different (CU deliberately very different)

• Diversity in segmentation gives gains in combination

– combining BBN and LIMSI 0.5% better than using general framework

• Framework used for the RT04f BN-English EARS evaluation
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Cross-Site Diversity -“SuperEARS”

BBN adaptation

segmentation
LIMSI

combination
Rover

final Rover
combination

CU decoding

lat−rescoring
CU adaptation

redecoding redecoding
LIMSI adaptation SRI adaptation

lat−rescoring

CU lattices

Segments
1−best(ctm)
Lattices

• Initial pass using CU P1/P2 system

• BBN P3 branch (P3B)

– use 1-best output for adaptation
– decode using BBN segmentation

• LIMSI P3 branch (P3L)

– P3B except LIMSI segmentation

• SRI P3 branch (P3S)

– use 1-best output for adaptation
– rescore CU lattices

• CU P4 branch (P4)

– P2⊕P3B⊕P3L⊕P3S adaptation
– rescore CU lattices
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Cross-Site Diversity - BN

System
WER(%)
eval04

P2-cn CU MPron 13.6

P3B BBN decode 12.8
P3L LIMSI decode 14.0
P3S SRI rescore 14.6

P2⊕P3B⊕P3L⊕P3S ROVER 12.2

P4 CU SPron 12.8

P3B⊕P3L⊕P3S⊕P4 ROVER 11.6

• Further system description in[37], ran in < 10xRT.

• Complementary systems - built at different sites (BBN,LIMSI,SRI,CU)

– 0.8% absolute better than using models from CU
– works well - generally not that practical!
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Relevance to Machine Translation

• Techniques based on MBR decoding/training applied to MT

– MBR decoding using N-best lists applied to SMT [38]
– minimum error rate training [39]
– bilingual text alignment [40]

• Similar problems to ASR for system combination:

– need systems that make different errors
– consistent posterior scores for all systems useful

• Implicit combination using N-best lists straightforward

– equivalent of cross-system adaptation??

• Diversity in systems

– my impression is that no single (completely) dominating statistical model
– “random” selection should work well!
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Loss Functions/Consensus Decoding

• There are a number of evaluation criteria that have been used for MT

– WER: alignment integral to scoring, efficient to compute using DP
– PER: independent of alignment.
– BLEU: alignment not part of scoring
– TER: alignment integral to scoring.

Note: for BLEU an alignment will minimise the loss function

• Consensus decoding has been applied to MT systems [41, 42]

• Alignment in MT systems is significantly more complex than in ASR systems

– phrase/word re-ordering complicates the whole business
– Could use edit distance [41], but doesn’t allow re-ordering ...
– use statistical alignment [42], but not tuned to loss function

• Not clear importance of tuning alignment precisely to evaluation loss-function
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Conclusions

• System combination an important part of LVCSR systems

– likelihood, posterior and decision combination all possible

• System combination using consensus decoding is used in most systems

alignment is central for system combination

• “Random” selection over space of models used to select systems to combine

• Complementary system training an on-going research area

– alignment also important for complementary system training

• For text/audio translation many similar issues to ASR:

– obtaining meaningful scores
– how to get diversity into systems to combine (without going cross-site)
– aligning hypotheses for combination/training
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