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Outline

• 3d vision for capturing 3d shape

• Applications, mature technologies and their limitations

• Video-based multi-view stereo

• Automatic calibrated multi-segmentation

• Face capture with multi-spectral photometric stereo
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Models of 3d shape

• There is a ever growing need for photorealistic 3d models

• 3d model = “digital copy” of real object

• Allows us to 

• inspect details

• measure properties

• reproduce in different material

ReplicaReal
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Applications
• Cultural heritage preservation
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Applications

• Computer games and Film

Emily project

Developing “assets”
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Applications

• City modelling

Nokia Maps 3D WebGL

http://maps3d.svc.nokia.com/webgl/index.html

Thursday, 5 April 2012

http://maps3d.svc.nokia.com/webgl/index.html
http://maps3d.svc.nokia.com/webgl/index.html


Applications

• E-commerce

• www.metail.co.uk
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3d vision for capturing shape
• Best example of “comp. vision in the real world”

• Why is it successful?

Real World 

Measurement:
shape, reflectance, mass, 
elasticity, acceleration Model C. Graphics

Synthesized visuals
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3d vision for capturing shape
• Best example of “comp. vision in the real world”

• Why is it successful?

Real World 

Synthesized visuals

Measurement:
shape, reflectance, mass, 
elasticity, acceleration C. GraphicsModel

Model

Images
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3d vision technologies
• Shape from X, where X=

• Shading,

• Photometric stereo,

• Silhouettes,

• Vanishing points,

• Optic flow,

• Polarization,

• Texture,

• Defocus,

• Refraction paterns,

• Atmospheric perpective,

• Learning photo-popups,

• ......

• Some of these are already 
maturing into commercial-
grade solutions
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Mature technologies

• Photometric/Polarimetric surface capture

• Image metrics, Light Stage 1-6

• high-end Film Industry 
applications

+high-quality results

- complex setup

- expensive
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Mature technologies

• Multi-View Stereo

• Capture 10-100 high-res stills (>12 Mpx)

+Very cheap, lightweight method

+Easy to deploy outdoors
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MVS systems
• Accurate, dense, and robust multiview stereopsis (PMVS) 

[ENS, Furukawa & Ponce ’07]

• Binaries available, widely downloaded and used

• Using Multiple Hypotheses to Improve Depth-Maps for MVS 
[Cambridge, Campbell et al ’08]

• Several commercial implementations

• Towards high-resolution large-scale multi-view stereo 
[IMAGINE, Vu et al ’09]

• Licensed to Autodesk
“123D Catch” Free to use

• Agisoft’s Photoscan 
(basic version $179)
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Multi-view stereo

• Key Limitations:

• Sensors constantly evolve. High-res stills not the 
final answer.What about Video? RGB-D?

• Types of objects: world does not consist 
of well textured, granite-like objects.

• What about deformations?

Image acquisition, camera 
calibration

photo-consistency
3d volume from images

3d surface from
photo-consistency
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Outline

• 3d vision for capturing 3d shape

• Applications, mature technologies and their limitations

• Video-based multi-view stereo

• Automatic calibrated multi-segmentation
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Video-based Multi-View Stereo?
Immediate feedback
• Interactive reconstruction
• Feedback leads to better 

models
• Still passive & cheap
Requirements:
• online camera pose estimation 

(visual SLAM) 
• real-time
• interactive
• lots of data
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Pixel = depth sensor
•Reference pixel fixed during 
depth inference 
(we store the patch)

•NCC search along each 
incoming video frame

•Peaks in NCC score 
correspond to ‘measurements’ 
in depth.

•Our aim: to infer the unknown 
depth behind the reference 
pixel sensor

matching score Local 
maximum
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Measurement model

depth

measurements. When a seed is created we set a0=10 and b0=10. This
corresponds to a prior for the inlier ratio centered on 0.5 and with a
standard deviation of approximately 0.1. The depth parameters μn and σn

2

are set such that 99% of the prior probabilitymass is between some preset
Zmin and Zmax. These limits define a bounding volume which is known to
contain the object of interest.

During the lifetime of a seed we obtain depth measurements by
evaluating NCC between the stored patch W and patches W on the
epipolar lineon thecurrent frame I ′ (see Fig. 1). Ideallywewould like to
search the entire epipolar line for local maxima in NCC score but this is
not feasible computationally with ordinary hardware. Instead, we
exploit the small inter-frame motion by only searching within a radius
of w pixels away from the projection of the prior mean μn. This violates

the independence assumption of Eq. (2) because previous measure-
ments will now dictate the search region for new measurements. In
spite of this the approximationworkswell in practice. In caseswhen the
true depth falls outside this searchwindow of the epipolar line the seed
will be producing erroneous depthmeasurements.We rely on the inlier
ratio estimation to detect that themeasurements coming from this seed
are outliers. The seed will subsequently be discarded as outlined in the
next section. In the experiments shown in this paperw is set to 3 pixels
for our 2 million pixel camera. In the case when no local maximum is
detected, we penalize the seed by setting bn+1:=bn+1. This has the
same effect as observing a depth measurement which was known with
certainty to be an outlier.

Algorithm 1. The video based MVS algorithm.

M := themaximumnumber of seeds that canbemaintained inmemory.
S := the current number of seeds in the system.
For each new frame I

1. If SbM generate M−S new seeds at I .
2. For each seed

(a) Project optic ray of seed on I .
(b) Detect largest local maximum xn+1 of NCC score within

search window (Section 4.2).
(c) Update posterior parameters with new depth measure-

ment xn+1(Section 3.2).
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Fig. 4. Parametric update evolution. The first two plots show the evolution of the depth
estimate Z and the inlier probability π. We show themean±two standard deviations. The
third plot shows the measurement histogram superimposed with the measurement
posterior p(x|x1,…,xn). Both the mean and the outlier level have been correctly captured.

Fig. 5. Three types of pixel sensors. Thesefigures show themeasurementhistogramsand the
superimposedmeasurement posterior p(x|x1,…,xm) for three types of pixel sensor. In (a) the
pixel is a well-textured point on the object. In (b) the pixel corresponds to a completely
untextured white point on the ground. In (c) the pixel corresponds to a point that will get
occluded within the next few frames. The estimated inlier ratio is shown in the three cases.
The two pathological cases, (b) and (c), can be identified from their low inlier ratio.
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Depth

•Well textured pixel

•Untextured point

•Occluded point
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Strategy

• Model sensor probabilistically as a 
Gaussian+Uniform mixture

–Z is the actual depth we are looking for
–π is the inlier ratio, also unknown
–x is the measurement (data)

• Can fit using EM but not in one pass!

p(x|Z,π)=π N(x|Z,τ2) + (1-π) U(x)

                 Z

p(x|Z,π)
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• Posterior at time t,
p(Z, π|x1,…,xt)

• Likelihood of measurement at t+1,
p(xt+1|Z,π)

• Posterior at time t+1,
– p(Z, π|x1,…,xt) ∝ p(xt+1|Z,π) × p(Z, π|x1,…,xt)

• What form can p(Z, π|x1,…,xt) take? 
– Closed form is intractable,  Non-parametric 2d histogram is too memory intensive
– Approximate with a parametric N(Z)xBeta(π) form

–Variational argument (minimises KL divergence)
–Needs 4 numbers per pixel to represent posterior 

– Can’t do full variational approx. in one pass
–moment matching

Sequential inference

π

0
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1

π

0

0.5
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π

0

0.5

1

Z

Z

Z
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How well does it work?
no
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Successful case Failure case

Still ok because inferred 
inlier ratio is low
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Outline of algorithm
• Initialise a number of pixel depth sensors in first frame 
• For every new incoming frame

1. Measure pixel depth for each sensor
2. Update (Z, π) posteriors using measurements
3. Remove sensors whose expected inlier ratio drops below a 

threshold
4. Convert into 3d points sensors whose posterior depth variance 

drops below a threshold
5. Replace removed or converted sensors by new ones on current 

frame
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Interactive Multi-view stereo
Benefits:

–Feedback leads to better models
–Still passive & cheap
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Evaluation

Merrel ’08 Our system with
30 video frames

Our system with
600 video frames

Ground-truth

Compared against [Merrel’08]

Pending a more thorough evaluation 
with [Newcombe ’10] and others

3. Remove all seeds with inlier ratio less than ηoutlier.
4. Convert into 3d points (and remove from seed list) all seeds

with inlier ratio higher than ηinlier and σnb .

4.3. Pruning of seeds

After the seed evolution step described in the previous section
there are three possible outcomes:

• The seed has converged to a good estimate and therefore it is removed
from the seed list and a 3d point is generated at the current posterior
mean μn.

• The seed has failed to converge due to too many outliers present.
The seed is then removed from the list.

• The seed has not been left to converge long enough and therefore it
survives into the next evolution step.

To decide on the appropriate outcome we use the variance of the
depthposteriorσn

2 and the estimated inlier probabilityπ.We employ the
following criteria:

1. If according to our current posterior distribution q(Z,π|an,bn,μn,σn
2)

the inlier ratio π is less than ηoutlier with a probability of 99% then we
can conclude that thedepth estimation has failed. This is typically the
case when the seed is initialized on an image patch that was out of
focus, or there was not enough texture to match in subsequent
images (Fig. 5b,c).

2. If the mean inlier ratio of our posterior is more than ηinlier and the
depth variance σn is less than then we assume that the depth
estimation has succeeded (Fig. 5a).

3. In all other cases we let the seed evolve further.

Throughout all our experiments the threshold parameterswere kept
fixed at ηoutlier=0.05, ηinlier=0.1. The variance threshold was set at
1/10,000th of the bounding volume size Zmax−Zmin. The generated 3d
points are collected into an octree structure that is graphically rendered
with z-buffer shading in real-time. Algorithm 1 provides a summary of
our method.

5. Evaluation

Here we present the results of two evaluations of our method
against ground truth data. In the first experiment we compare the
histogram voting approach of Ref. [13] with our probabilistic
formulation. We focus on depth estimation performance, isolating
effects such as surface regularization or meshing. To that end, we
generated depth estimates for 1.5 million pixels randomly selected
from the 312 images of the ‘fullTemple’ sequence in the Middlebury
evaluation [23]. For each pixel, we estimated its depth using our
probabilistic formulation as well as the histogram voting approach.
We then ran the standard completeness/precision tests on the two
point-clouds. The results are summarized in Table 1. The probabilistic

formulation is outperforming the histogram approach across all
completeness levels. This confirms that our model provides better
depth estimation for the same data while offering the benefits of a
probabilistic approach.

The second experiment involves comparing against [22], which is
one of the few MVS methods that offer real-time performance. The
subject is a small toy house which we reconstructed to a very high
accuracy using a sequence of 36, 8-megapixel images and the publicly
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Fig. 7. Accuracy and completeness curves for ground truth experiment. Panel (a) shows
accuracy results for our algorithm running in 30 and 600 frames of a video sequence of a
house. The graph shows for a given distance d, howmuch of the reconstructedmodel falls
within d of the ground truth. Panel (b) measures completeness. I.e. for a distance d how
much of the ground truth falls within d of the reconstructed model. Our results are more
accurate but somewhat less complete. This is because our method performs no
regularization and returns an unmeshed point-cloud.

Fig. 6. Comparison against ground-truth. Our algorithmwas comparedwith Ref. [22] on a 600 frame video sequence of a toy house. (a) Ground truthmodel of the house. (b) The result of
Ref. [22]. (c)Our result on theentire 600 frames. (d) Result of ourmethod running on every 20 frames (total of 30 input images). Our results appearmoredetailed compared to Ref. [22] but
especially in the case of the30 frame result, less complete. This is due to the lackof any spatial regularization inourmethodaswell as the fact thatRef. [22]produces ameshwhile our results
are 3d point-clouds. Full completeness-precision curves for these results can be found in Fig. 7.
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• Less complete than independent depth-maps [Merrel ’08] but

• More accurate
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Video based MVS

Video-based, real-time multi-view stereo 
Vogiatzis and Hernández, Image and Vision 

Computing, 29 (7), p.434-441, Jun 2011 

Live 3D Shape Reconstruction, Recognition and Registration

�Carlos Hernández2† �Frank Perbet1 �Minh-Tri Pham1 �George Vogiatzis3† �Oliver J. Woodford1

Atsuto Maki1 Björn Stenger1 Roberto Cipolla4
1Cambridge Research Laboratory, Toshiba Research Europe Ltd, Cambridge, UK

2Google, Seattle, US 3Computer Science, Aston University, Birmingham, UK
4Department of Engineering, University of Cambridge, Cambridge, UK

We present a video-based system which interactively
captures the geometry of a 3D object in the form of a point
cloud, then recognizes and registers known objects in this
point cloud in a matter of seconds (fig. 1). In order to
achieve interactive speed, we exploit both efficient infer-
ence algorithms and parallel computation, often on a GPU.
The system can be broken down into two distinct phases:
geometry capture, and object inference. We now discuss
these in further detail.

Geometry capture

The reconstruction phase consists of two key steps: pose
estimation of each video frame, and dense geometry esti-
mation using the input frames and their computed poses.
We have two interchangeable methods for real-time cam-
era pose estimation. Both assume known internal camera
parameters. The first is PTAM [1]—an off-the-shelf visual
SLAM algorithm. The second computes pose metrically
(required here for object inference) using a known planar
pattern [5] (fig. 2(a)), as well as being fast and robust.

Given pose, computing points by finding frame-to-frame
correspondences becomes a 1D search (fig. 2(b)) (assuming
a static scene). Even so, accurately matching hundreds of
thousands of correspondences over multiple frames can be
computationally expensive if approached naively. We use
a probabilistic framework [3] which maintains a very com-
pact state per correspondence over time. Further speed-up
is achieved by matching, using NCC on 5×5 windows, on
a GPU. Note that each point is computed independently—
there is no regularization.

Object inference

Recognition and registration is done jointly, in a phase
consisting of four key steps [2]. The first step converts the
point cloud to a 1283 voxel volume (fig. 3(a)) using a Gaus-
sian on the distance of each voxel centre to the nearest point.

The second step finds features over scale and translation
using the DoG detector, then computes orientation using
PCA on the surrounding volume, to generate a local, 7D
feature pose (fig. 3(b)). A simple descriptor is computed by
sampling the volume (at the correct scale) at 31 regularly
distributed locations around the feature point. The entire
feature extraction pipeline is implemented on a GPU.

�Joint first authors. †Work done while at Toshiba Research Europe Ltd.

Figure 1. Our system in use. The user ro-
tates the object on the pattern, and it is recon-
structed on screen (cyan dots). After object
inference the recognized objects are overlaid
on the point cloud and on the video output.

Figure 2. Geometry

capture key steps.

Figure 3. Object inference key steps.

In the third step, 8D votes over object class and pose
are computed (fig. 3(c)) by matching features with those
extracted from training data of known class and pose.

In the final step, modes of density in the vote space
indicating the presence of an object are found using the
minimum-entropy Hough transform [4], which additionally
explains away incorrect votes. The density is defined using
a scale-invariant distance between votes [2].

Additional physical constraints, such as object size,
height off the ground and collision detection, can be used
to filter the list of detected objects further.
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Outline

• 3d vision for capturing 3d shape

• Applications, mature technologies and their limitations 
Video-based multi-view stereo

• Automatic calibrated multi-segmentation

• Face capture with multi-spectral photometric stereo
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Textureless objects!"#$%#"&
'()*+,(-(../012(3+-%,0456(3*.

(a) Images of a vase (4 of 24) (b) Result of [6]

(c) MVS result of [7] (d) MVS result of [7] shown as a mesh

(e) MVS result of [10] (f) MVS result of [10] shown as a mesh

(g) Result of [16] (h) Result of [16] shown as a visual hull

(i) Our result (j) Our result shown as a visual hull

Figure 5: Results for the plant dataset. (a) 4 of the 24 images of the plant dataset. (b) The method of [6] performs poorly since the

volumetric graph-cut cannot handle thin structures. (c)-(f) The MVS algorithms suffer due to the lack of texture and specularities in the

scene, particularly in areas such as the flower pot. (g)-(h) Whilst the method of [16] achieves a good numerical result, qualitative inspection

shows that thin structures have not been well recovered and the algorithm has over estimated the object’s silhouettes in many areas. (i) The

automatic segmentation results obtained using the complete algorithm improves performance but still fails to reconstruct the finest features due

to superpixel boundary errors. (j) The result shown as a visual hull to emphasise the detail recovered for comparison with (h).

Furukawa ’07
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Silhouettes
• Shape-from-silhouettes can

• handle lack of texture
• improve MVS results

• Outer bound [Vogiatzis ’05]
• Occlusion reasoning [Kolev ’11, Hernandez ’04]

!"#$%#"&
'()%*&*&+,-*./"01213

• !"$1,%4%5,67"8,)/1,.%(
• 98%+13,*&,)/1,:71%.,4"7.;<
• =176"78,31+81&)%#"&,
%0)"8%#>%..5
?%7+1,&08(173,"6,*8%+13• Images in the ‘real world’

• Perform segmentation 
automatically
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• !"$1,%4%5,67"8,)/1,.%(
• 98%+13,*&,)/1,:71%.,4"7.;<
• =176"78,31+81&)%#"&,
%0)"8%#>%..5
?%7+1,&08(173,"6,*8%+13
@$"*;,A17,*8%+1,*&)17%>#$1,
%AA7"%>/
B"0&;*&+,("C13,%&;,(703/,
3)7"D13

!"#$%#"&
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• !"$1,%4%5,67"8,)/1,.%(
• 98%+13,*&,)/1,:71%.,4"7.;<
• =176"78,31+81&)%#"&,
%0)"8%#>%..5
?%7+1,&08(173,"6,*8%+13
@$"*;,A17,*8%+1,*&)17%>#$1,
%AA7"%>/
B"0&;*&+,("C13,%&;,(703/,
3)7"D13

• Large number of images

• Avoid per-image interaction 

• Bounding boxes/brush strokes
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Our task

• From a set of pose-
calibrated images

• automatically obtain 
silhouettes of a rigid 
object

!"#"$%&'()!*$+,'-.)!/$!"#$%&$01123

,!#4!'5$6&574-89-))/

:78.-87'
;<5-='='#$,=)>7&!?!@$6&574-89-))/

A-.!$B-4!*-$B-)=<*-87'

e.g. Bundler
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• Silhouette coherence

• visual hull projection must maximally fill the silhouettes

• Fixation constraint

• Object of interest is at centre
of images

• Appearance consistency

• FG and BG have their own colour model [Grabcuts]

Segmentation Constraints!"#$%&'()*+%,-.-
/&#'&0".1(2#*-0"+.*0-

!"#$%&'()*+%,-.-
/&#'&0".1(2#*-0"+.*0-

!"#$%&'()
*&+,-$./0$.1&-$.

Campbell ’07, Lee ’07
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• Limitations [Campbell ’07, Lee ’07]

• Generative appearance model

• Gaussian Mixture model in colour space

• FG/BG not separable in the space 

• Silhouette coherency alone not sufficient

!"#$%&'()*+%,-.-
/#%#0"(1#2&%(3.'.4+5#*-

6*704(6'+8&-(9:(#;(<:=
!"#$%&'()*+%,-.-

/#%#0"(1#2&%(3.'.4+5#*-

6&-0%4(#7(!"#$%&'(()!"#$%&)*++,-

!"#$%&'()*+%,-.-
/#%#0"(1#2&%(3.'.4+5#*-

• 6$7&84(+*2(9+8:;"#0*2(.*-&<+"+$%&(.*(8#%#0"(-<+8&
• =&+2(%#-4(>"#'(-&;'&*4+5#*

Segmentation Constraints
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• Quantize images into super-pixels (Turbopixels [Levinshtein ’09])

• Label each super-pixel as FG/BG using Maxflow/Mincut

• Unary term: colour model

• Pairwise term: pixels encouraged to have same label if

• they have similar colour

• they obey epipolar constraint

• other similar superpixels vote for same depth

• Iterate while 

• enforcing silhouette coherence, 

• refining colour models

Campbell et al, CVMP 2012

} ‘Weak’ stereo

‘Weak’ stereo for multi-Segmentation
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Creating the graph
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Edge connections

(a) Edges without depth information

(b) Edges with depth information

Figure 3: The effect of the depth information. The neighbouring
image superpixels connected to the yellow superpixel (top right
image) are shown outlined in red. (a) Shows the edges added without
using the soft stereo stage. Whilst the epipolar constraint is satisfied,
we observe that a large number of superpixels are incorrectly matched
due to loss of depth information. (b) Shows the edges added when
using the depth bins. The depth binning rejects almost all the
incorrect matches by forming a consensus on the correct depth bin
of the original superpixel. In both instances the matches have been

thresholded at the same values to produce a sparse matrix.

depth range into a set of NB depth bins, d̃n, n = [1 .. NB ],
where each bin contains depths in the range [dn,min, dn,max].
This takes account of the ambiguity in depth that occurs due
to the size of the superpixels. Noting that we have si as a
superpixel in a reference image and sj as a superpixel along the
epipolar line in a neighbouring image; we compute the depth
for each superpixel d (si, sj) correspondence

d (si, sj) = triangulate (xi,xj) (5)

and allow each superpixel to vote a particular depth-bin,
weighted by its colour consistency. This vote encourages
consensus between the neighbouring views whilst accounting
for the ambiguity in depth and provides a degree of robustness
against occlusion. It is denoted as hi( d̃n ) over the set of depth
bins {d̃n} as

hi
�
d̃n

�
= max

sj

��
c (si, sj)

��� d (si, sj) ∈ [d̃n]
��

(6)

using the (slightly abused) notation

d (·, ·) ∈ [d̃n] ⇐⇒ d (·, ·) ∈ [dn,min, dn,max] . (7)

Due to occlusion, the correct depth may be discarded due to an

occluded view erroneously registering low colour consistency.
To increase the robustness, we include a uniform outlier
distribution over the NB depth bins. The mixing factors are
denoted α and ᾱ = (1−α) for the uniform outlier distribution
and normalised histogram distribution respectively. We may
then estimate the probability of the true depth of si falling
within bin d̃n as

p ( depth(si) ∈ [dn,min, dn,max]) = p
�
d̃n

�
=

�

Iµ ∈ N(Im)



α
�

1

NB

�
+ ᾱ




hi
�
d̃n

�

�
q hi

�
d̃q
�







 . (8)

This addition is not computationally intensive but results in
a marked improvement in obtaining correct edge matches, as
shown in Figure 3(b). The outlier mixing factor α is determined
by ε, the expected number of neighbouring images which
will occluded, and should be set to allow at least one of the
neighbouring images to be inconsistent as

α =
ε

|N(Im)| >
1

|N(Im)| . (9)

Finally, we allocate edges from each superpixel si to its
neighbours within the image and the superpixels {sj} matched
in neighbouring images, under the epipolar geometry. We set
the edge weight as

Wi,j =






p
�
d̃n

�
c(si, sj)

si ∈ Im, sj ∈ N(Im)

d(si, sj) ∈ [d̃n]

c(si, sj) si ∈ Im, sj ∈ Im

(10)

which differs for neighbouring superpixels within and across
images.

The second issue with connecting each superpixel to all its
possible neighbours is one of tractability. Even using the
superpixels from over-segmenting the image, we still have a
large problem size. The horse dataset of Figure 1(a), for
example, contains J =

�
m Jm ∼ 160, 000 superpixels and,

potentially, a large number of edges. In order to ensure that we
may solve the graph labelling problem efficiently the W matrix
must be sparse. The epipolar constraint already promotes a
degree of sparsity in the matrix; however, we can reduce the
computational demand if we can increase sparsity without loss
of useful information. The depth binning process encourages
this since the incorrect matches will be given a very low weight
and may thus be safely thresholded from W without affecting
the resulting clusters. This is indicated by the reduction in
matches found in Figure 3(b) vs. Figure 3(a) that were both
thresholded at the same level.

The number of neighbouring images to use, |N(Im)|, is
dependent on the camera positions in the scene (as well as
the availability of computational resources since increasing

Without depth (appearance only)
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Edge connections

(a) Edges without depth information

(b) Edges with depth information

Figure 3: The effect of the depth information. The neighbouring
image superpixels connected to the yellow superpixel (top right
image) are shown outlined in red. (a) Shows the edges added without
using the soft stereo stage. Whilst the epipolar constraint is satisfied,
we observe that a large number of superpixels are incorrectly matched
due to loss of depth information. (b) Shows the edges added when
using the depth bins. The depth binning rejects almost all the
incorrect matches by forming a consensus on the correct depth bin
of the original superpixel. In both instances the matches have been

thresholded at the same values to produce a sparse matrix.

depth range into a set of NB depth bins, d̃n, n = [1 .. NB ],
where each bin contains depths in the range [dn,min, dn,max].
This takes account of the ambiguity in depth that occurs due
to the size of the superpixels. Noting that we have si as a
superpixel in a reference image and sj as a superpixel along the
epipolar line in a neighbouring image; we compute the depth
for each superpixel d (si, sj) correspondence

d (si, sj) = triangulate (xi,xj) (5)

and allow each superpixel to vote a particular depth-bin,
weighted by its colour consistency. This vote encourages
consensus between the neighbouring views whilst accounting
for the ambiguity in depth and provides a degree of robustness
against occlusion. It is denoted as hi( d̃n ) over the set of depth
bins {d̃n} as

hi
�
d̃n

�
= max

sj

��
c (si, sj)

��� d (si, sj) ∈ [d̃n]
��

(6)

using the (slightly abused) notation

d (·, ·) ∈ [d̃n] ⇐⇒ d (·, ·) ∈ [dn,min, dn,max] . (7)

Due to occlusion, the correct depth may be discarded due to an

occluded view erroneously registering low colour consistency.
To increase the robustness, we include a uniform outlier
distribution over the NB depth bins. The mixing factors are
denoted α and ᾱ = (1−α) for the uniform outlier distribution
and normalised histogram distribution respectively. We may
then estimate the probability of the true depth of si falling
within bin d̃n as

p ( depth(si) ∈ [dn,min, dn,max]) = p
�
d̃n

�
=

�

Iµ ∈ N(Im)



α
�

1

NB

�
+ ᾱ




hi
�
d̃n

�

�
q hi

�
d̃q
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 . (8)

This addition is not computationally intensive but results in
a marked improvement in obtaining correct edge matches, as
shown in Figure 3(b). The outlier mixing factor α is determined
by ε, the expected number of neighbouring images which
will occluded, and should be set to allow at least one of the
neighbouring images to be inconsistent as

α =
ε

|N(Im)| >
1

|N(Im)| . (9)

Finally, we allocate edges from each superpixel si to its
neighbours within the image and the superpixels {sj} matched
in neighbouring images, under the epipolar geometry. We set
the edge weight as

Wi,j =






p
�
d̃n

�
c(si, sj)

si ∈ Im, sj ∈ N(Im)

d(si, sj) ∈ [d̃n]

c(si, sj) si ∈ Im, sj ∈ Im

(10)

which differs for neighbouring superpixels within and across
images.

The second issue with connecting each superpixel to all its
possible neighbours is one of tractability. Even using the
superpixels from over-segmenting the image, we still have a
large problem size. The horse dataset of Figure 1(a), for
example, contains J =

�
m Jm ∼ 160, 000 superpixels and,

potentially, a large number of edges. In order to ensure that we
may solve the graph labelling problem efficiently the W matrix
must be sparse. The epipolar constraint already promotes a
degree of sparsity in the matrix; however, we can reduce the
computational demand if we can increase sparsity without loss
of useful information. The depth binning process encourages
this since the incorrect matches will be given a very low weight
and may thus be safely thresholded from W without affecting
the resulting clusters. This is indicated by the reduction in
matches found in Figure 3(b) vs. Figure 3(a) that were both
thresholded at the same level.

The number of neighbouring images to use, |N(Im)|, is
dependent on the camera positions in the scene (as well as
the availability of computational resources since increasing

Depth and appearance

(a) Edges without depth information

(b) Edges with depth information

Figure 3: The effect of the depth information. The neighbouring
image superpixels connected to the yellow superpixel (top right
image) are shown outlined in red. (a) Shows the edges added without
using the soft stereo stage. Whilst the epipolar constraint is satisfied,
we observe that a large number of superpixels are incorrectly matched
due to loss of depth information. (b) Shows the edges added when
using the depth bins. The depth binning rejects almost all the
incorrect matches by forming a consensus on the correct depth bin
of the original superpixel. In both instances the matches have been

thresholded at the same values to produce a sparse matrix.

depth range into a set of NB depth bins, d̃n, n = [1 .. NB ],
where each bin contains depths in the range [dn,min, dn,max].
This takes account of the ambiguity in depth that occurs due
to the size of the superpixels. Noting that we have si as a
superpixel in a reference image and sj as a superpixel along the
epipolar line in a neighbouring image; we compute the depth
for each superpixel d (si, sj) correspondence

d (si, sj) = triangulate (xi,xj) (5)

and allow each superpixel to vote a particular depth-bin,
weighted by its colour consistency. This vote encourages
consensus between the neighbouring views whilst accounting
for the ambiguity in depth and provides a degree of robustness
against occlusion. It is denoted as hi( d̃n ) over the set of depth
bins {d̃n} as

hi
�
d̃n

�
= max

sj

��
c (si, sj)

��� d (si, sj) ∈ [d̃n]
��

(6)

using the (slightly abused) notation

d (·, ·) ∈ [d̃n] ⇐⇒ d (·, ·) ∈ [dn,min, dn,max] . (7)

Due to occlusion, the correct depth may be discarded due to an

occluded view erroneously registering low colour consistency.
To increase the robustness, we include a uniform outlier
distribution over the NB depth bins. The mixing factors are
denoted α and ᾱ = (1−α) for the uniform outlier distribution
and normalised histogram distribution respectively. We may
then estimate the probability of the true depth of si falling
within bin d̃n as

p ( depth(si) ∈ [dn,min, dn,max]) = p
�
d̃n

�
=

�

Iµ ∈ N(Im)



α
�

1

NB
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+ ᾱ
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�
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 . (8)

This addition is not computationally intensive but results in
a marked improvement in obtaining correct edge matches, as
shown in Figure 3(b). The outlier mixing factor α is determined
by ε, the expected number of neighbouring images which
will occluded, and should be set to allow at least one of the
neighbouring images to be inconsistent as

α =
ε

|N(Im)| >
1

|N(Im)| . (9)

Finally, we allocate edges from each superpixel si to its
neighbours within the image and the superpixels {sj} matched
in neighbouring images, under the epipolar geometry. We set
the edge weight as

Wi,j =






p
�
d̃n

�
c(si, sj)

si ∈ Im, sj ∈ N(Im)

d(si, sj) ∈ [d̃n]

c(si, sj) si ∈ Im, sj ∈ Im

(10)

which differs for neighbouring superpixels within and across
images.

The second issue with connecting each superpixel to all its
possible neighbours is one of tractability. Even using the
superpixels from over-segmenting the image, we still have a
large problem size. The horse dataset of Figure 1(a), for
example, contains J =

�
m Jm ∼ 160, 000 superpixels and,

potentially, a large number of edges. In order to ensure that we
may solve the graph labelling problem efficiently the W matrix
must be sparse. The epipolar constraint already promotes a
degree of sparsity in the matrix; however, we can reduce the
computational demand if we can increase sparsity without loss
of useful information. The depth binning process encourages
this since the incorrect matches will be given a very low weight
and may thus be safely thresholded from W without affecting
the resulting clusters. This is indicated by the reduction in
matches found in Figure 3(b) vs. Figure 3(a) that were both
thresholded at the same level.

The number of neighbouring images to use, |N(Im)|, is
dependent on the camera positions in the scene (as well as
the availability of computational resources since increasing
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(a) Images of a vase (4 of 24) (b) Result of [6]

(c) MVS result of [7] (d) MVS result of [7] shown as a mesh

(e) MVS result of [10] (f) MVS result of [10] shown as a mesh

(g) Result of [16] (h) Result of [16] shown as a visual hull

(i) Our result (j) Our result shown as a visual hull

Figure 5: Results for the plant dataset. (a) 4 of the 24 images of the plant dataset. (b) The method of [6] performs poorly since the

volumetric graph-cut cannot handle thin structures. (c)-(f) The MVS algorithms suffer due to the lack of texture and specularities in the

scene, particularly in areas such as the flower pot. (g)-(h) Whilst the method of [16] achieves a good numerical result, qualitative inspection

shows that thin structures have not been well recovered and the algorithm has over estimated the object’s silhouettes in many areas. (i) The

automatic segmentation results obtained using the complete algorithm improves performance but still fails to reconstruct the finest features due

to superpixel boundary errors. (j) The result shown as a visual hull to emphasise the detail recovered for comparison with (h).

Furukawa ’07
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Figure 5: Results for the plant dataset. (a) 4 of the 24 images of the plant dataset. (b) The method of [6] performs poorly since the

volumetric graph-cut cannot handle thin structures. (c)-(f) The MVS algorithms suffer due to the lack of texture and specularities in the

scene, particularly in areas such as the flower pot. (g)-(h) Whilst the method of [16] achieves a good numerical result, qualitative inspection

shows that thin structures have not been well recovered and the algorithm has over estimated the object’s silhouettes in many areas. (i) The

automatic segmentation results obtained using the complete algorithm improves performance but still fails to reconstruct the finest features due

to superpixel boundary errors. (j) The result shown as a visual hull to emphasise the detail recovered for comparison with (h).
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(a) Images of a vase (4 of 24) (b) Result of [6]

(c) MVS result of [7] (d) MVS result of [7] shown as a mesh

(e) MVS result of [10] (f) MVS result of [10] shown as a mesh

(g) Result of [16] (h) Result of [16] shown as a visual hull

(i) Our result (j) Our result shown as a visual hull

Figure 5: Results for the plant dataset. (a) 4 of the 24 images of the plant dataset. (b) The method of [6] performs poorly since the

volumetric graph-cut cannot handle thin structures. (c)-(f) The MVS algorithms suffer due to the lack of texture and specularities in the

scene, particularly in areas such as the flower pot. (g)-(h) Whilst the method of [16] achieves a good numerical result, qualitative inspection

shows that thin structures have not been well recovered and the algorithm has over estimated the object’s silhouettes in many areas. (i) The

automatic segmentation results obtained using the complete algorithm improves performance but still fails to reconstruct the finest features due

to superpixel boundary errors. (j) The result shown as a visual hull to emphasise the detail recovered for comparison with (h).

Computation Time (Matlab):

• Super-pixels: 60s / image

• W matrix: 120s 

• Graph-cut iteration: 7s
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Outline

• 3d vision for capturing 3d shape

• Applications, mature technologies and their limitations 
Video-based multi-view stereo

• Automatic calibrated multi-segmentation

• Face capture with multi-spectral photometric stereo
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Colour photometric stereo

• Original idea proposed in 80s 
[Petrov 87] & [Woodham94]

• In [Hernandez 07] we applied it 
on moving objects of constant 
albedo

• Leads to very simple / low cost 
setup

If a white object is illuminated by a red, a green 
and a blue light source, the color reflected by a 
point on the surface is in 1-1 correspondence 

with the local orientation.
 A. Petrov. Light, color and shape. Cognitive Processes and

their Simulation (in Russian), pages 350–358, 1987
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Calibration of photometric stereo

• Must estimate light-directions and intensities

• Can be seen as mapping between (surface orientation, albedo) and pixel intensity profile in all 
images

• Can estimate light directions with 
complex mirror setup

• Can also fit mapping to known data points [Hertzman04]

• Colour Photometric Stereo

• Estimate mapping: RGB space → normal space 
[Patterson05] [Hernandez07] 
Material Dependent!
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Colour photometric stereo for faces

• Examples of faces captured using the
colour photometric stereo setup
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Colour photometric stereo for faces

• ...but we can construct a partial & noisy example object using 
Multi View Stereo
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• Face consists of multiple shades of same colour.

• This leads to 

where c is the RGB triplet, L is the matrix of light directions 
and V is the colour ‘mixture’ matrix

• we wish to estimate this mapping but do not know which 
data points we can use!

Mono-chromaticity

4 George Vogiatzis, Carlos Hernández

RGB values and normal orientation we need to assume a
monochromatic surface. We therefore require that

R (x, y,λ) = ρ (x, y)α (λ) (5)

where ρ (x, y) is the monochromatic albedo of the surface
point and α (λ) is the characteristic chromaticity of the ma-
terial. Let

vij =

∫
Ej (λ)α (λ)Si (λ) dλ (6)

be the ith-row and jth-column element of matrix V. Then
the vector of the three sensor responses at a pixel is given by

c = V · Lρn. (7)

The jth column vector vj of matrix V provides the response
measured by the three sensors when a unit of light from
source j is received by the camera. The normal is obtained
by

n =
(V · L)−1 c∥∥∥(V · L)−1 c

∥∥∥
(8)

In order to completely calibrate the system, we only need
to estimate the matrix V ·L up to an unknown scale as seen
from eq. (8). The next section will focus on how to esti-
mate this matrix from a simple calibration procedure while
in section 4 we will look at how to estimate a more complex
nonlinear mapping that also models specular reflectance.

3 Self-Calibration of color photometric stereo system

When reconstructing 3d faces, the calibration method pro-
posed in [13] could be used. However, although the estima-
tion of the light directions li can be very accurate, the esti-
mation of the color vectors vi is much noisier. This is partic-
ularly true when computing the relative lengths of the vec-
tors, i.e. the relative strengths of each light when interacting
with the skin. The main reason for this is that [13] uses all
points on the face for calibration, assuming monochromatic
reflectance. Since this assumption is not true in general, the
accuracy of the calibration suffers. In order to avoid these
problems, we propose to use a completely automatic self-
calibration process where, starting from a calibration video
sequence, a coarse 3d shape of the face is computed, and the
lights are estimated in a robust way so that the shape and
the calibration matrix explain the video sequence as well as
possible.

The calibration step is based on the fact that, even if
faces are difficult to reconstruct using a passive method such
as multi-view stereo [20], some algorithms can provide a
sufficiently accurate reconstruction so that a robust light es-
timation algorithm such as [12] obtains a good estimate of

Fig. 4 Sparse set of 3d points after using a structure-from-motion al-
gorithm on the sequence of Fig. 3. From left to right, the 3d points
are shown from three different viewpoints roughly at -45 degrees, 0
degrees, and 45 degrees.

the light configuration. For this purpose, a calibration se-
quence is recorded were the person being captured performs
a rigid head motion, such as the one shown in Fig. 3. Since
the expression of the face does not change during the se-
quence, rigidity can be used to perform standard structure-
from-motion [26] in order to obtain both the camera motion
(which is equivalent to the rigid head motion) and a sparse-
set of 3d points (see Fig. 4). The next two sections describe
in more detail the two steps involved in the calibration pro-
cess: reconstruction of a coarse 3d face model and illumina-
tion estimation.

3.1 Estimating an approximate 3d face

Once the head motion is available, we can compute a dense
model with a multi-view stereo algorithm. It is worth not-
ing that the camera calibration may be inaccurate with a
reprojection error of several pixels. This is due to the fact
that faces have relatively few interesting points that can be
well localized and tracked throughout long sequences with
a small reprojection error (mainly the corner of the eyes and
the mouth). Nevertheless, the calibration does not have to be
very accurate as we only need a coarse shape estimate.

Figure 5 top shows the 3d reconstruction obtained with
[9]. Note that the shape does not contain much detail and
only the low frequencies of the shape are correct. However,
as shown in the following section, this coarse shape is suffi-
cient to estimate the lighting using [12] as only 8 dof of the
matrix V · L have to be computed.

3.2 Robust estimation of light sources from a coarse shape

The estimation of the calibration matrix V · L was inspired
by the photometric calibration scheme described in [12]. In
that work, an initial coarse 3d shape is obtained from silhou-
ettes, while in our case the initial shape is obtained from a
multi-view stereo algorithm. We now describe the light esti-
mation algorithm in our particular framework.

Calibrating our color photometric stereo setup involves
estimating the mapping from surface orientation n to the
RGB triplet c measured in the camera sensor. To perform
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Robust model fitting

• Since we don’t really care about monochromatic albedo ρ
• treat ρn and c as vectors only defined up to a scaling factor. 

• L*V maps from a 2d projective space to a 2d projective space

• This is just a 2d Homography!

• use your favourite RANSAC + nonlinear fit!

4 George Vogiatzis, Carlos Hernández

RGB values and normal orientation we need to assume a
monochromatic surface. We therefore require that

R (x, y,λ) = ρ (x, y)α (λ) (5)

where ρ (x, y) is the monochromatic albedo of the surface
point and α (λ) is the characteristic chromaticity of the ma-
terial. Let

vij =

∫
Ej (λ)α (λ)Si (λ) dλ (6)

be the ith-row and jth-column element of matrix V. Then
the vector of the three sensor responses at a pixel is given by

c = V · Lρn. (7)

The jth column vector vj of matrix V provides the response
measured by the three sensors when a unit of light from
source j is received by the camera. The normal is obtained
by

n =
(V · L)−1 c∥∥∥(V · L)−1 c

∥∥∥
(8)

In order to completely calibrate the system, we only need
to estimate the matrix V ·L up to an unknown scale as seen
from eq. (8). The next section will focus on how to esti-
mate this matrix from a simple calibration procedure while
in section 4 we will look at how to estimate a more complex
nonlinear mapping that also models specular reflectance.

3 Self-Calibration of color photometric stereo system

When reconstructing 3d faces, the calibration method pro-
posed in [13] could be used. However, although the estima-
tion of the light directions li can be very accurate, the esti-
mation of the color vectors vi is much noisier. This is partic-
ularly true when computing the relative lengths of the vec-
tors, i.e. the relative strengths of each light when interacting
with the skin. The main reason for this is that [13] uses all
points on the face for calibration, assuming monochromatic
reflectance. Since this assumption is not true in general, the
accuracy of the calibration suffers. In order to avoid these
problems, we propose to use a completely automatic self-
calibration process where, starting from a calibration video
sequence, a coarse 3d shape of the face is computed, and the
lights are estimated in a robust way so that the shape and
the calibration matrix explain the video sequence as well as
possible.

The calibration step is based on the fact that, even if
faces are difficult to reconstruct using a passive method such
as multi-view stereo [20], some algorithms can provide a
sufficiently accurate reconstruction so that a robust light es-
timation algorithm such as [12] obtains a good estimate of
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the light configuration. For this purpose, a calibration se-
quence is recorded were the person being captured performs
a rigid head motion, such as the one shown in Fig. 3. Since
the expression of the face does not change during the se-
quence, rigidity can be used to perform standard structure-
from-motion [26] in order to obtain both the camera motion
(which is equivalent to the rigid head motion) and a sparse-
set of 3d points (see Fig. 4). The next two sections describe
in more detail the two steps involved in the calibration pro-
cess: reconstruction of a coarse 3d face model and illumina-
tion estimation.

3.1 Estimating an approximate 3d face

Once the head motion is available, we can compute a dense
model with a multi-view stereo algorithm. It is worth not-
ing that the camera calibration may be inaccurate with a
reprojection error of several pixels. This is due to the fact
that faces have relatively few interesting points that can be
well localized and tracked throughout long sequences with
a small reprojection error (mainly the corner of the eyes and
the mouth). Nevertheless, the calibration does not have to be
very accurate as we only need a coarse shape estimate.

Figure 5 top shows the 3d reconstruction obtained with
[9]. Note that the shape does not contain much detail and
only the low frequencies of the shape are correct. However,
as shown in the following section, this coarse shape is suffi-
cient to estimate the lighting using [12] as only 8 dof of the
matrix V · L have to be computed.

3.2 Robust estimation of light sources from a coarse shape

The estimation of the calibration matrix V · L was inspired
by the photometric calibration scheme described in [12]. In
that work, an initial coarse 3d shape is obtained from silhou-
ettes, while in our case the initial shape is obtained from a
multi-view stereo algorithm. We now describe the light esti-
mation algorithm in our particular framework.

Calibrating our color photometric stereo setup involves
estimating the mapping from surface orientation n to the
RGB triplet c measured in the camera sensor. To perform

Sample input image Inliers
Consensus w.r.t
light direction

Self-calibrated, multi-spectral photometric stereo for 3d face capture. 7

Fig. 7 Distribution of inliers (in white) as a function of the threshold τ . From left to right, τ = 1, τ = 2, τ = 3, τ = 4, τ = 5. The image

intensities are quantized in the range from 0 to 255. The first row shows the inliers for the 3pt algorithm while the second row is the same for the

4pt algorithm. This experiment used the calibration sequence of figure 3

Fig. 9 Face calibration sequence under a three-source color photometric setup.

to a RANSAC algorithm that uses a minimal set of four cor-

respondences. In fact this algorithm is identical to the well

known homography estimation algorithm that is used in SfM

systems [27].

The benefit of this approach is that the inlier set can be

virtually all points on the coarse 3d face model that have cor-

rect geometry (correct position and surface orientation) and

satisfy the monochromatic assumption. In particular, as op-

posed to the 3-point algorithm we are allowed to have inlier

sets that have varying monochromatic intensity (i.e. brighter

or darker points) as long they have the same chromaticity

(hue and saturation). In sequences with significant variation

in intensity this will lead to significantly larger inliers sets

and improved robustness compared to the 3-point algorithm.

A potential drawback to using a RANSAC scheme that

requires four samples instead of three in the minimal set is

the fact that such a scheme might require more iterations in

order to identify the correct solution. At the same time the

4-point scheme has a larger inlier set which decreases the

number of iterations required. In fact it is straightforward to

establish the necessary and sufficient condition under which

the 4-point scheme requires less RANSAC iterations (on av-

erage) to find the solution. One can show (e.g. see [27]) that

if π is the percentage of inliers among the data-points, n is

the size of the minimal set, k is the number of RANSAC it-

erations and p is the probability that the correct hypothesis

is found, then the following holds:

1− p = (1− πn)k (10)

Let π3 and π4 be the percentages of inliers under the 3-point

and 4-point schemes respectively. In general we can expect

that π4 > π3. By applying equation (10) to the 3-point and
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Facial expressions
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Conclusion
• Colour photometric stereo for faces  [Vogiatzis & Hernandez IJCV 2011]

• Photometric stereo gives lifelike detail, but low frequency shape is not as good
• Combine with depth sensor (see [Anderson et al 2011])
• Some faces are remarkably Lambertian, others are not 
• The single albedo chromaticity assumption works well in practice
• Deformable surface registration must be part of mocap solution.

Some solutions exist but all with weaknesses

• Calibrated Multi-Segmentation [Campbell et al CVMP 2012]
• Can we extend the “weak shape-from-X” idea to other algorithms?

• Video based MVS [Vogiatzis & Hernandez IVC]
• Building higher level models: is important

for many users

• Thank you

• more in http://george-vogiatzis.org 
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